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Abstract 
Sentiment Analysis is the mining of opinions, sentiments & subjectivity of the context. It is the 

process of computationally identifying & categorizing opinions expressed in a piece of text, 

especially in order to determine whether the writer's attitude towards a particular topic, 

product, etc. is positive, negative, or neutral. Sentiment Analysis (SA) or Opinion Mining 

(OM) is the study of people’s opinions, monitoring social media & other online resources for 

customer reviews to understand customer understanding of significant in business analysis. 

SA or OM is used over a large area so that peoples can make an effective type of decision 

from other people’s reviews. SA plays important role in our day to day life while taking 

decisions about buying online products & for movie reviews. It is field of study that identifies 

& extracts subjective information from structured & unstructured texts.  

 

Keywords Natural Language Processing (NLP); Text Mining; Information Retrieval (IR); 

Data Mining; Sentiment Analysis; Opinion Mining; Machine Learning (ML); SentiWordNet 

(SWN); Lexicon; Natural Language Processing Toolkit (NLTK). 

 

INTRODUCTION 

With the growth of internet, it becomes 

very easy to post our opinions on the web. 

We can post our opinions after using any 

product, visiting some place or after 

watching movies. Other peoples can 

access these reviews later for decision 

making. Also, firms or organizations can 

access these opinions to improve their 

products or services. Number of 

documents containing opinions is available 

on the web, which can provide very 

meaningful information to the user, to 

improve products and services or for the 

betterment of decision making. [1] 

 

A sentiment is an attitude that people 

generally have which is based on their 

thoughts & feelings. It’s an idea or feeling 

that someone expresses in words. It’s 

a complex combination of feelings & 

opinions as a basis for action or judgment. 

Sentiment Analysis is the process of 

computationally identifying & 

categorizing opinions expressed in a piece 

of text, especially in order to determine 

whether the writer's attitude towards a 

particular topic, product, etc. is positive, 

negative, or neutral. 

 

With the evolution of internet & web 

Technology, tremendous amount of data is 

present on the web for the internet users. 

These users can not only use the available 

resources on the web, but also give their 

feedbacks, thus it generates supplemental 

useful information. Due to this, user’s 

ideas, thoughts, feedbacks & suggestions 

are now available through the web 

resources. It’s very much essential to 

identify, analyse & categorize their 

feedbacks or reviews for the better 

decision making. [9] 

 

Opinion Mining or Sentiment Analysis is a 

Natural Language Processing (NLP) & 

https://www.collinsdictionary.com/dictionary/english/complex
https://www.collinsdictionary.com/dictionary/english/combination
https://www.collinsdictionary.com/dictionary/english/basis
https://www.collinsdictionary.com/dictionary/english/judgment
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Information Extraction (IE) process that 

identifies the user’s reviews explained in 

the form of positive, negative or neutral 

comments. [9] 

 

Generally, SA tries to determine the 

sentiment of a writer about some aspect or 

the overall contextual polarity of a 

document. 

 

Text mining offers a way to exploit the 

very large amount of information available 

on the Internet.[9] Many websites provides 

user rating & commenting services, & 

these reviews could reflect users’ opinions 

about a product. In current time people 

search for other people’s opinions from the 

net before taking purchase decision over a 

product or before seeing a movie because 

practically nobody would want to waste 

his/her money & most importantly time 

over a wrong decision. Also, user’s 

feedbacks & suggestions could provide 

essential information for businesses not 

only to market their products but also to 

manage their reputations. 

 

A key problem in this area is sentiment 

classification, where a document is 

labelled as a positive or negative 

evaluation of a target object (film, book, 

product etc.).In recent years, the problem 

of SA has seen increasing attention. 

Classification of sentiments is a recent sub 

field of text classification which is 

concerned not with the topic a document is 

about, but with the opinion it expresses. 

Sentiment classification also goes under 

different names, among which opinion 

mining, sentiment analysis, sentiment 

extraction, or affective rating. [9] 

 

Current-day Opinion Mining & Sentiment 

Analysis is a field of study at the crossroad 

of Information Retrieval (IR) & Natural 

Language Processing (NLP) & share some 

characteristics with other disciplines such 

as text mining & Information 

Extraction.[9] Opinion mining is a process 

to identify, detect & extract the subjective 

information in text documents. The 

sentiment may be his or her idea, 

judgment, mood or just a thought. 

 

RELATED/PREVIOUS WORKS 

In Today’s technology era, users’ 

feedbacks, comments or opinions are 

emerged as sentiment analysis. Sentiment 

Analysis started in late 2000s, but it is 

been in effect since 2004 in product 

reviews area. There are a lot of people who 

have done research on sentiment analysis, 

its process & its various techniques. There 

are some authors who also have worked on 

the languages other than English. The ones 

who have performed Sentiment analysis in 

Indian languages, few of them are listed 

below. 

 

This is about movie review data in Hindi 

[1]. It performs opinion mining at 

document level. It classifies documents in 

three categories viz., positive, negative & 

neutral. It used ML & POS tagging. In the 

POS tagging only adjectives are 

concerned. Authors have performed both 

the methods in Machine Learning i.e. 

supervised & unsupervised. They have 

taken care of the negation as well. 

 

In [2], authors have done sentiment 

analysis on mixed language sentences. 

Here they have considered only two 

languages i.e. Hindi & English. The 

analysis has been done in phrase as well as 

sub-phrase level of the sentence. 

Grammatical transitions are taken into 

consideration while predicting the overall 

sentiment of the sentence. 

 

This is mainly a survey paper [3]. It gives 

various methods used in opinion mining. It 

is the summary of what work has been 

done related to opinion mining in Hindi 

language. It describes different challenges 

that need to be overcome while performing 

opinion mining in Hindi language. Authors 

have accepted that it is not easy to perform 

sentiment analysis in Hindi as it is a native 

language & due to lack of resources. 
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In this paper sentiment analysis is done on 

movie reviews in Malayalam language. 

They have used rule based approach for 

sentiment analysis. Negation h&ling has 

done in order to extract sentiment from the 

review[4]. The corpus is made from 

Malayalam websites. They have got 85% 

accuracy. 

 

In the second paper [5] by the same 

authors as [4], they have taken the research 

work further ahead. They have used 

machine learning with rule based 

approach. They have used two techniques 

Support vector machine (SVM) & 

Conditional r&om fields (CRF). In this it 

is concluded that SVM is more better than 

CRF. 

 

MACHINE LEARNING 

APPROACHES 

It has mainly two approaches based on 

Supervised & Unsupervised learning: 

 
Classification based on Supervised 
Learning 
Sentiment classification obviously can be 
evaluated by a supervised learning 
problem with three classes - positive, 
negative & neutral. Reviews can be used 
as a training dataset. Since every review 
already has a user comment about product, 
training dataset are readily available. As an 
example, a review with positive opinion is 
considered a positive review; a review 
with negative statement is considered as a 
negative review. 

 
Naive Bayes classification & SVM are 
supervised learning methods that can be 
applied to SA. This approach can be taken 
to classify product reviews into two 
classes positive & negative. It was shown 
that using unigrams (a bag of individual 
words) after that as more sufficient data in 
classification it run skilfully with either 
SVM or naive Bayes. Some of the 
supervised ML approaches are as follows:  

 

Terms & their frequency: The number of 

words & their frequency counts is 

considered for the classification. Features 

are individual words or word n-grams & 

their frequency counts.  

 

Parts-Of-Speech: Grammatical terms in 

sentence as a verb, adjectives & adverb 

usage for classification. 

 

Negations: Negations are those words 

which affect the sentiment orientation of 

other words in a sentence. Examples 

include not, no, never, cannot, shouldn’t, 

wouldn’t, etc. 

 

Classification based on Unsupervised 

Learning 

Unsupervised learning is based on 

sentence level sentiment analysis. Lexicon 

based sentiment analysis. It extracts 

phrases containing adjectives or adverbs as 

adjectives & adverbs are good indicators 

of opinions. 

 

It estimates the semantic orientation of the 

extracted phrases using the point wise 

mutual information (PMI) 

 

Support Vector Machine 

SVM is a supervised ML algorithm used 

for classification where the dataset teaches 

SVM about the classes so that SVM can 

classify any new data. In this we plot each 

data item as a point in n-dimensional space 

with the value of each feature being the 

value of a particular coordinate. 

Afterwards we perform classification by 

finding the hyper-plane that differentiates 

the two classes very well.  This works by 

separating the data into different classes by 

finding a line which separates the training 

data set into classes. 

 

IT offers best classification performance on 

the training dataset. The best thing about it is 

that it doesn’t make any harsh assumptions 

on data. It renders more effectiveness for 

correct classification of the future data. It 

doesn’t over-fit the data. It is memory 

efficient. It is effective in high dimensional 

spaces [6]. Though, it doesn’t perform well, 
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when we’ve large dataset because the 

required training time is higher. 

 

There are ample applications of SVM such 

as Classification of images, H&-written 

characters recognition etc. It is commonly 

used for stock market forecasting by 

various financial institutions. Also It has 

been widely applied in the biological & 

other sciences. As an example, it can be 

used to compare the relative performance 

of the stocks when compared to 

performance of other stocks in the same 

sector. The comparative study of stocks 

helps manage investment making 

decisions based on the classifications made 

by the SVM learning algorithm. 

 

Naïve Bayes 

Naïve Bayes is not only easy but also very 

fast as it needs less training data. It can be 

used for making predictions in real time. 

Naïve Bayes Classifier is one of the most 

famous ML methods grouped by a 

similarity that works on the popular Bayes 

Theorem of Probability- to build ML 

models particularly for disease prediction 

& document classification. It’s a 

classification method based on Bayes 

theorem. 

 
It assumes that a particular feature is 
independent of other features. This model 
is easy to build & particularly useful for 
very large datasets. This model is 
popularly known to outperform many 
classification methods. Also it is well 
known for multi class prediction feature 
[6]. 
 
Its applications include Sentiment analysis, 
Spam filtering, Classify documents based 
on topics, Image classifications, 
Information retrieval, Medical field, 
Document Categorization etc. Also used 
for classifying news articles about Sports, 
Entertainment, Technology, Politics, etc. 

 

Maximum Entropy 

It is a probabilistic classifier. It doesn’t 

assume that the features are independent of 

each other. This is based on the principle 

of maximum entropy from all the models 

that fit the training data, selects the one 

which has the largest entropy. 

 

The principle of ME states that, subject to 

precisely stated prior data, the probability 

distribution which best represents the 

current state of knowledge is the one with 

largest entropy. This classifier can be used 

to solve a large variety of text 

classification problems such as language 

detection, sentiment analysis, topic 

classification & more. 

 

Due to the minimum assumptions that the 

ME classifier makes, we regularly use it 

when it is unsafe to make any such 

assumptions. ME requires more time to 

train datasets as compared to Naive Bayes 

[6]. 

 

ISSUES RELATED TO SA 

Issues related to SA are as follows: 

Named entity recognition: - NER is a 

sub-task of IE that seeks to locate & 

classify named entities into pre-defined 

groups such as the names of organizations, 

locations, persons, expressions of times, 

monetary values, quantities, percentages 

etc. Problem is we don’t know what a 

person actually wants to convey. [7] 

 

Polarity: Generally the polarity of some 

particular word or sentence is +ve or -ve or 

neutral. But how much +ve or -ve is 

another question. “Good” & “Best” both 

are positive but second one conveys 

stronger feelings than the first one. [7] 

 

Sarcasm: Sarcasm is nothing but use of 

acerbic language to mock. In simple word 

sarcasm is nothing but using irony & a 

sneering tone of voice. [7] 

 

Negation handling: Only writing “NOT” 

in the statement doesn’t make it a -ve 

sentence e.g. “The song is not bad” has 

+ve opinion, but it may considered as -ve 

b’cause of the “not” word. [7] 
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Aspect based Sentiment Analysis: - We 

should know on which aspect the opinion 

is expressed so as to evaluate the 

sentiment. Rather than evaluating 

sentiment of whole sentence finding the 

aspect is more important. [7] 

 

Word Ambiguity: Word ambiguity is 

another pitfall you’ll face working on a 

sentiment analysis problem. Problem with 

word ambiguity is the impossibility to 

define polarity in advance as the polarity 

for some words is strongly dependent on 

the sentence context. [7] 

 

CONCLUSION 

Sentiment analysis (SA) or opinion mining 

(OM) plays a significant role in business 

decision making. Many of the 

organizations & enterprises will take their 

business decision only based on their 

customer reviews. There are several 

techniques for performing sentiment 

analysis. This paper specifies the 

sentiment analysis on Machine learning 

based & gives the clear knowledge about 

various approaches. This survey gives the 

knowledge about the sentiment analysis 

issues such as Polarity shift problem, data 

scarcity briefly & how they are handled in 

different domains. 
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