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Tutorial antecedents

• Previous tutorials on the topic given at:

• IJCNLP 2013 and RANLP 2015  (H. Saggion)
• RANLP 2017  (S. Štajner)
• COLING 2018 (S. Štajner & H. Saggion)

• Automatic Text Simplification. H. Saggion. 2017. Morgan & 
Claypool.  Synthesis Lectures on Human Language 
Technologies Series.

https://www.morganclaypool.com/doi/abs/10.2200/S00700ED1V01Y201602
HLT032
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Outline

• Motivation for ATS
• Automatic text simplification
• TS projects
• TS resources
• Neural text simplification
• Fully-fledged ATS systems
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PART 1

Motivation for Text Simplification
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Text Simplification (TS)

• During simplification, complex sentences are split into simple ones and 
uncommon vocabulary is replaced by more common expressions

• TS is a complex task which encompasses a number of operations applied 
at different linguistic levels:

• Lexical
• Syntactic
• Discourse

• Started to attract the attention of natural language processing some 
years ago (1996) mainly as a pre-processing step

The process of transforming a text into an equivalent which is 
more readable and/or understandable by a target audience
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Text Simplification

• Texts are sometimes too complicated: long sentences, 
uncommon vocabulary
• Wikipedia: Opera is an art form in which singers and musicians perform a 

dramatic work combining text (libretto) and musical score, usually in a 
theatrical setting.
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Text Simplification

• Texts are sometimes too complicated: long sentences, 
uncommon vocabulary
• Wikipedia: Opera is an art form in which singers and musicians perform a 

dramatic work combining text (libretto) and musical score, usually in a 
theatrical setting.

• Easy-to-read texts usually contain shorter sentences and 
common vocabulary
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Text Simplification

• Texts are sometimes too complicated: long sentences, 
uncommon vocabulary
• Wikipedia: Opera is an art form in which singers and musicians perform a 

dramatic work combining text (libretto) and musical score, usually in a 
theatrical setting.

• Easy-to-read texts usually contain shorter sentences and 
common vocabulary
• Simple Wikipedia: Opera is a drama set to music. An opera is like a play in 

which everything is sung instead of spoken. 
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Text Simplification

Los sindicatos de trabajadores y las asociaciones empresariales 
contribuyen a la defensa y promoción de los intereses 

económicos y sociales que les son propios.

Article 7
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Los trabajadores defienden sus intereses a través de los sindicatos. 
Las empresas defienden sus intereses a través de sus asociaciones 

Text Simplification

Los sindicatos de trabajadores y las asociaciones empresariales 
contribuyen a la defensa y promoción de los intereses 

económicos y sociales que les son propios.

Article 7
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Text Simplification

French authorities began clearing out the sprawling Calais 'Jungle' camp 
on Monday, with the first government buses shuttling migrants to 

accommodation centers leaving the camp in the morning.
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A camp for migrants and refugees in France has been closed. 
The camp was near a town called Calais.

Text Simplification

French authorities began clearing out the sprawling Calais 'Jungle' camp 
on Monday, with the first government buses shuttling migrants to 

accommodation centers leaving the camp in the morning.
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Text Simplification

The Parliament of the United Kingdom, commonly known as the 
UK Parliament or British Parliament, is the supreme legislative 
body in the United Kingdom, British Crown dependencies and 

British overseas territories.
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Parliament is a group of people  who make laws and check what 
the  Government is doing.

Text Simplification

The Parliament of the United Kingdom, commonly known as the 
UK Parliament or British Parliament, is the supreme legislative 
body in the United Kingdom, British Crown dependencies and 

British overseas territories.
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Text Simplification
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Text Simplification

• Adapting the content of a text can be beneficial for different 
users
• language impairment
• learning second language
• non specialists in a domain

• Simplification can also be used as pre-processing step for 
different NLP applications
– Information Extraction 
– Summarization
– Question Answering

• Manual adaptation is costly and time consuming
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Simplification Users

Deaf people  (Inui & al., 2003; Chung et al., 2013)

Blind people (Grefenstette, 1998) 

People with low-literacy (Williams & Reiter, 2008; 
Aluísio & al., 2008)

People with autism (Mitkov, 2012; Barbu et al., 2013; 
Orasan et al, 2013; Dornescu et al., 2013)

Second language learners (Petersen and Ostendorf, 
2007; Burstein et al., 2013; Eskenazi et al. 2013)

Dyslexic people (Matausch & Peböck, 2010, Rello et al., 2013)

People with aphasia (Carroll et al., 1999)

Languages: English, French, Portuguese, Spanish, Japanese, Arab, Swedish, Basque, Italian,….
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What is Involved?

• Lexical Simplification:
• The play was magnificent. => The play was great.

• Two main types:

• All-in-one (Horn et al., 2014; Glavaš and Štajner, 2015)

• Modular approach (Paetzold and Specia, 2016)
1. Inventory of (quasi) synonyms  or suitable substitutes (e.g. dictionary or 

word vector space)
2. Process to decide which words need replacement (e.g. frequency, 

length, age of acquisition, machine learning) – Complex Word 
Identification

3. Method to chose the most appropriate substitute (ranking candidates)
4. Method to generate the substitute in context 
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What is Involved?

• Syntactic Simplification:

• The festival was held in New Orleans, which was recovering from the 
hurricane. => The festival was held in New Orleans. New Orleans was 
recovering from the hurricane.

1. Inventory of syntactic phenomena which are an obstacle to 
comprehension / readability

2. Method to identify the above on sentences
3. Procedure to re-write/order sentences into simpler ones
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What is Involved?

• Discourse phenomena should also be taken into 
consideration

• Sentence ordering, connectives, coreference phenomena, etc.

• Additional processes

• Information enrichment
• Summarization
• Sentence compressions
• Semantic paraphrasing
• AAC, e.g. pictographic rendering
• Information rendering
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The Basis for Building Simplification 
Systems
• For humans:

• Psycholinguistic theories
• Learning from parallel data
• Eye-tracking
• Human-informants (e.g. crowd sourcing)

• For NLP applications:
• Ideally from systems’ mistakes (e.g. IE system fails on certain types of 

sentences)
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Recap

• Access to information has never been so easy, however the way in 
which information is transmited can be a barrier to many people

• Simplification is a real world application which benefits a 
considerable  number of people

• Simplification should consider different linguistics levels from
words to sentences to discourse
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PART 2

Approaches

© 2019 by S. Štajner & H.  Saggion



ATS systems

Data-driven

MT
(SMT and NMT)

Tree 
Transduction

Rule-based

Approaches to ATS

Language and genre 
specific!
Time-consuming!

Not enough 
parallel data!

Hybrid
Lex Syn
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Evaluation of ATS Systems

Quality of the output

Automatic evaluation Human evaluation

• Readability measures
• MT evaluation metrics 
(BLEU, METEOR, TERp)

(document level)

• Grammaticality
• Meaning preservation
• Simplicity

(sentence level, 1-5 scale)

Quality of the output

Effectiveness/usefulness

• Reading speed
• Comprehension

Evaluation of ATS systems

SOME NOT 
APPROPRIATE 
FOR SIMPLIFICATION

FKBLEU
SARI
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Quality of the Output (Human Evaluation)

Sentence G M S
Madrid was occupied by French troops during the Napoleonic Wars, and Napoleon’s 
brother Joseph was installed on the throne.

5 / 4

Madrid was occupied by French his soldiers during the Napoleonic Wars, and Napoleon’s 
brother Joseph was installed on the throne.

4 4 4

Madrid was occupied by French troops during the Napoleonic Wars, and Napoleon’s 
brother Joseph was put on the throne.

5 5 5

Madrid was occupied by French troops during the Napoleonic Wars, and Napoleon’s 
brother Joseph was –RRB- installed on them on the throne.

3 3 3
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Lexical Simplification Approaches

• Devlin and Tait (1998): uses WordNet (rule-based)

• Yatskar et al. (2010): uses EW meta-data (unsupervised)

• Biran et al. (2011): uses co-occurrence statistics of SEW (unsupervised)

• Horn et al. (2014): uses sentence-aligned EW-SEW (supervised)

• Glavaš and Štajner (2015): uses word embeddings (unsupervised)

• Paetzold and Specia (2016): uses word embeddings with POS 
(unsupervised)

• Implementation of many LS systems:
http://ghpaetzold.github.io/LEXenstein/
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Lexical Simplification

• Rule-based systems:
• Manual: replace A by a in certain linguistic contexts
• Data-driven: learn rules from data

• Use  traces of edit operations such as  Simple Wikipedia edit 
histories (Yatskar et  al.  2010) 
– X1 X2 X3 A X4X5X6  X1 X2 X3 a X4X5X6

– Extract the most probable rules: A a
• Use “comparable data” such as Simple Wikipedia and English 

Wikipedia (Biran et al. (2011) )
– Create vectors for words and compare them to detect pairs <A,a> 

which seem related and thus interchangeable
– Filter pairs by using WordNet
– Decide simple/complex using frequencies and length
– Use context to assess fitness of replacement
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Syntactic Simplification

• Rule-based systems
• Set of rules to identify specific syntactic patterns
• Set of procedures to re-generate text 

• Data-driven systems
• Learning transformations (statistically) using “comparable” 

parsing trees
• Neural Machine Translation
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First steps: manual rules

• Rules over syntactic representations (Chandrasekar et al. 
1996)
• Superficial analysis (ckunking) to identify noun and verb groups
• Rules: W X:NP, RELPRO Y, Z. => W X:NP Z. X:NP Y.  (manually developed)
• Xi Jinping, who is the current Paramount Leader of the People’s Republic of 

China, was visiting  the USA.
• W = ∅
• X: = Xi Jinping
• RELPRO:=who
• Y = is the current Paramount Leader of the People’s Republic of China
• Z= was visiting the USA

• ➔ Xi Jinping was visiting the USA. Xi Jinping is  the current Paramount Leader 
of the People’s Republic of China. 
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Syntactic Simplification

• Siddharthan (2006) was concerned with generation issues during 
text simplification
• sentence order, word choice, generation of referring expressions
• (1) Mr. Anthony, who runs an employment agency, decries program trading, but he 

isn't sure it should be strictly regulated.
• ? (2a) Mr. Anthony  decries program trading. (2b) Mr. Anthony runs an employment 

agency.  (2c) But he isn't sure it should be strictly regulated.  

• Tree stage approach: analysis, transformation, regeneration
• analysis: text chunking
• transformation: set of hand crafted rules
• regeneration: sentence ordering, anaphora, conjunctive cohesion (choice of 

connectives)

• More recently (Siddharthan, 2011) argues for the use of dependency relations in 
text simplification allowing him to better model and learn lexical 
transformations (Siddhartan & Angrosh 2014)
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First steps: rule learning
• Learning to transform from “complex” to “simple” (Chandrasekar &  

Srinivas, 1996)
• (O) Talwinder Singh, who masterminded the 1984 Kanishka crash, was killed in a fierce 

two-hour encounter.
• (S) Talwinder Singh was killed in a fierce two-hour encounter. Talwinder Singh  

masterminded the 1984 Kanishka crash.

CUT COPY

was killed

the… crash

Talwinder 
Singh

who

mastermined

in … encounter
relative

ORIGINAL
was killed

the… crash

Talwinder 
Singh

mastermined

in … encounter

Talwinder 
Singh

SIMPLIFICATION
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Learning  simplification from parsing trees 

• Based on a corpus of comparable documents <C,S>  of 
complex and simplified versions (Zhu et al. 2010)

• English Wikipedia/Simple English Wikipedia
• Align EW & SEW using a TF*IDF method and allow 1 to n alignments 

(PWKP dataset)

• This work models the following aspects:

• Replacement of words and phrases
• Syntactic simplification seen as composition of the following 

operations on a tree (“Split”, “Drop”, “Copying”, “Reordering”)
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August was the monthsixth

in the ancient Roman calendar

which

started

in 735BC

S

NP
NP PP

NP

WHNP
VPVP

PP

SBAR
S

PHRASE STRUCTURE OF COMPLEXT SENTENCE

August was the sixth month in the ancient Roman calendar which started in 735BC.

Learning simplification from parsing trees 
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August was the monthsixth

in the ancient Roman calendar

which
started

in 735BC

S

NP
NP

PP

NP

WHNP
VPVP

PP

SBAR
S

SPLIT
PROBABILITIES
ASSOCIATED TO
CUTTING/SPLIT POINTS

Learning simplification from parsing trees 
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August was

in the

started

in 735BC

S

NP
NP PP

VPVP

PP

ancient Roman calendar

NP

S

the monthsixth

COPYING SUBJECTS

ancient Roman
calendar

NP

the

PROBABILITIES
OF COPYING 
A COMPONENT

Learning simplification from parsing trees 
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August was

in
the

started

in 735BC

S

NP
NP

PP

VPVP

PP

ancient calendar

NP

S

the monthsixth

DELETE AND REORDERING
COMPONENTS

ancient
calendar

NP

the

PROBABILITIES
OF DELETING AND
REORDERING

Learning simplification from parsing trees 
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August was

in
the

started

in 735BC

S

NP
NP PP

VPVP

PP

old calendar

NP

S

the monthsixth

WORD SUBSTITUTION

old
calendar

NP

the

PROBABILITY OF
REPLACING A WORD

August was the sixth month in the old calendar.  The old calendar started in 735BC.

Learning simplification from parsing trees 
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Event-Based ATS System (EventSimplify)

• The core idea:
• Events constitute relevant information in news
• Descriptive (parts of) sentences not denoting events are 

informationally less relevant

• Semantic content reduction based on information relevance 
(opposed to traditional lexical and syntactic simplification)

• Two event-based simplification schemes:
• Sentence-wise
• Event-wise

• Evaluation:
• readability (automated), 
• grammaticality and information relevance (human)
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Example

Original
Baset al-Megrahi, the Libyan intelligence officer who was
convicted in the 1988 Lockerbie bombing has died at his home in
Tripoli, nearly three years after he was released from a Scottish
prison. There were complications from prostate cancer and his
funeral would take place on Monday.

Simplification
Baset al-Megrahi, convicted in the 1998 Lockerbie bombing has 
died at his home in Tripoli. Three years earlier he was released
from a Scottish prison.
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EventSimplify 

• Build upon state-of-the-art event extraction system (Glavaš 
and Šnajder, 2013)

• Extract only factual events
• Non-factual events (negated, uncertain) generally contain less 

important information

• Two step process:
• Supervised extraction of factual event mentions
• Application of event-centred simplification schemes (two different 

schemes)
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Simplification Example

Original
“Baset al-Megrahi, the Libyan intelligence officer who was convicted in the 1988
Lockerbie bombing has died at his home in Tripoli, nearly three years after he was
released from a Scottish prison.”

Sentence-wise simplification
“Baset al-Megrahi was convicted in the 1988 Lockerbie bombing has died at his
home after he was released from a Scottish prison.”

Event-wise simplification
“Baset al-Megrahi was convicted in the 1988 Lockerbie bombing. Baset al Megrahi
has died at his home. He was released from a Scottish prison.”

Event-wise with pron. anaphora resolution
“Baset al-Megrahi was convicted in the 1988 Lockerbie bombing. Baset al-Megrahi
has died at his home. Baset al-Megrahi was released from a Scottish prison.”
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Evaluation of EventSimplify

• Readability (automatically)

• Grammaticality (human)
• Information relevance (human)

• Evaluated on text snippets (280 in total)

• Baseline: retains only the main clause of a sentence and discards all 
subordinate clauses
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Human Evaluation

Aspect Weighted kappa

Grammaticality 0.68

Meaning 0.53

Simplicity 0.54

IAA

Relevance = harmonic mean of Meaning and Simplicity

Scheme Grammaticality (1 – 3) Relevance (1 – 3) 

Baseline 2.57 ± 0.79 1.90 ± 0.64

Sentence-wise 1.98 ± 0.80 2.12 ± 0.61

Event-wise 2.70 ± 0.52 2.30 ± 0.54

Pronominal anaphora 2.68 ± 0.56 2.39 ± 0.57
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Recap

• (generally) Two main tasks addressed:
• Lexical Simplification
• Syntactic Simplification

• Approaches can be unsupervised and supervised

• Evaluation is a key aspect of text simplification with many angles
(benchmarking, human evaluation, metrics)
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PART 3

Simplification Projects
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Simplification Projects

PSET

English

Aphasia
Goals

pronouns
passive
lexicon

NLP

WN Frequency

Parsing
Rules

(Carroll et al, 1998;Devlin & Tait, 1998;Canning et al., 2000)
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Simplification Projects

PorSimples

Portuguese

literacy
Goals

NLP

syntax

Corpus-based Parsing
Rules

(Aluíso & Gasperin, 2010; Gasperin et al, 2009)
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Simplification Projects

Simplext

Spanish

ID
Goals

lexicon
syntax

NLP

word vecs. Freq. length

Parsing
Rules

Corpus-based

thesaurus

(Saggion et al., 2011; 2015; Bott et al. 2012)
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Simplification Projects

FIRST

Spanish, English, 
Bulgarian

Autism
Goals

ambiguity

fig. language

NLP

images
rules

syntax

dict. look-up
(Mitkov, 2012; Martín-Valdivia et al., 2014)
(Dornescu et al, 2014) 
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Simplification Projects

Able2Include

Spanish, English, Dutch

ID
Goals

lexicon

syntax
NLP

Word vecs. Freq. length

Parsing
RulesThesaurus

(Ferrés et al, 2016) 
(Saggion et al. 2017)

© 2019 by S. Štajner & H.  Saggion



Unsupervised Lexical Simplification with 
Lexical Resources

Lexical Simplification

Your   automobile   has   been   repaired   .. 

WordNet© car, automobile,auto,.

WordNet©
compensate, recompense, repair… 

amend, rectify, 

repair, mend, fix, ….

Text Analysis

Complex Word 
Identification

Word Sense
Disambiguation

Sentence Generation

Find Simple  Synonyms

NNPRP$ VBZ VBN VBN

(Saggion et al., 2016) Comp. Speech & Lang.  (Ferrès et al., 2016) NLDB

Simplest Synonym

Your   car   has   been   fixed.

car

fix
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Context-based lexical replacement

• Word inflexion and contexts are usually ignored
• … la medicina administrada…  … la remedio administrada
• … la medicina administrada…  … el remedio administrado
• …el marit…  …el home…
• …el marit…  …l’home…
• …le sugerí…  …le aconsejé… 

• Robust (portable) morphological generator (Spanish, Catalan, 
Portuguese, Galician) 
• Rules+ Machine Learning 

(Ferrès et al., 2017) SEPLN 
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Rule-based Syntactic Simplification

Eva   ,   whose   son was born  in 2010  ,  lives in France .. 

SUBJ

PMODSUBJNMOD PMOD

NNP WP$ VBZCDINVBNVBDNN IN NNP

Eva   lives in France .
The  son of Eva was born in 2010  . 

Text Analysis

Simplification
Grammars

Sentence
Generation

LOCVC TMP

(Saggion et al., 2015) TACCESS ; (Ferrès et al., 2016) NLDB

Syntactic Simplification
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How a full system would look like….
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Recap

• Simplification projects usually had specific target users, although 
simplification was initially conceived as pre-processing for other 
NLP tasks 

• In many occasions users/careers were available for testing the 
solution

• Projects were characterized by their multidisciplinarity
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PART 4

Resources
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Text Simplification Resources

• Lexical Resources for Simplification

• Synonym inventories in several languages: Word Nets / Multilingual 
Central Repository; various Open Thesaurus (Spanish, English, 
Catalan, etc.)

• Compiled lists of frequencies: Kucera-Francis  (Kucera & Francis, 
1967), Age of Acquisition (Kuperman et al., 2012)

• Lists of familiar words (Dale & Chall, 1948)

• Corpora

• Comparable corpus: Wikipedia $ Simple Wikipedia
• Edit histories
• Parallel corpora: Newsela (Xu et al, 2015), Simplext (Saggion et al. 

2015) , PorSimples (Aluisio et al. 2008), FIRST (Stajner et al, 2014)
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• Based on the SemEval Lexical Substitution the English Lexical 
Simplification dataset is created (Specia et al., 2012)

• Based on the lexical substitution dataset (McCarthy and 
Navigli, 2009)

• 201 words in 10 different contexts 

Lexical Simplification Resources
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• Also  based on the lexical substitution dataset, (De Belder and 
Moens, 2012) created a similar dataset.  Difficulty based on 
grades provided by informants.

Lexical Simplification Resources
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• Horn et al. (2014) created a 500 sentences, crowd-sourced 
lexical substitution resource sampled from alignments 
between English Wikipedia and Simple English Wikipedia

Lexical Simplification Resources
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Lexical Resources

• CASSA (Baeza-Yates et al., 2015) is a lexical database created 
automatically from the Spanish Open Thesaurus and the 5-
gram Google Books Ngram Corpus
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Simple English Wikipedia Dataset
• Called PWPK dataset, it has been compiled by Zhu et al. (2010)
• 65K articles from SEW aligned to EW
• Sentences aligned using tf*idf + cosine similarity
• Final dataset contains 108K sentence pairs
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Simplext Corpus (Saggion et al. 2015)

• 200 short news articles from Spanish 
news agency

• Each simplified by a text adaptation 
expert

• Corpus aligned at sentence level (Bott & 
Saggion, 2011) automatically and 
manually corrected

• Sentences: 1,149 original; 1,808 
simplified

• Most are 1-to-1 alignments with 
content reduction

• Splits (1-to-2 and 1-to-n)  are the 
second most frequent alignment

• Also deletions and insertions are 
observed
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Shared Tasks
• English Lexical Simplification (Specia et al., 2012)

• https://www.cs.york.ac.uk/semeval-2012/task1/index.html

• Quality Assessment for Text Simplification (Stajner et al., 2016)
• http://qats2016.github.io/

• Complex Word Identification – English (Paetzold and Specia, 2016)
• http://alt.qcri.org/semeval2016/task11/

• Complex Word Identification – English, Spanish, German, French (Yimam et 
al., 2018)
• https://sites.google.com/view/cwisharedtask2018
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Newsela corpus (English + Spanish)

• Xu et al. (2015) heavily criticizes PWKP since it has 
alignment errors and contains inadequate simplifications

• 50% of pairs in PWKP are not simplifications

• Newsela is controlled for quality

• 1,130 news articles re-written 4 times for children at different 
grade levels

• Freely available for research purposes upon request at: 
https://newsela.com/data/
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Newsela corpus (English + Spanish)

(Newsela, 2016)
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Sentence and paragraph alignment

• English Newsela corpus manually aligned (Xu et al., 2016)

• English Newsela corpus automatically aligned (Štajner et al., 
2017; Paetzold et al., 2017)

• English and Spanish Newsela corpus automatically aligned 
(Štajner et al., 2018)
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Automatic alignment tools

• CATS (Štajner et al., 2017; Štajner et al., 2018):
• three text similarity measures
• two alignment strategies (preserving order or not)
• http://cats-demo.informatik.uni-mannheim.de/demo.jsp
• Freely available: https://github.com/neosyon/SimpTextAlign

• MASSAlign (Paetzold et al., 2017):
• https://github.com/ghpaetzold/massalign
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PorSimples corpus (Brazilian Portuguese)

• Aluísio and Gasperin (2010) Parallel corpus of news articles (Zero Hora) together with 
human simplifications

• Two simplifications: natural and strong

• Sentences: 2,116 original; 3104 natural simplifications; 3,537 strong simplifications
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Recap

• Many linguistic resources for different languages

• Limited parallel data for text simplification (quality vs. quantity)

• Parallel data only for English, Italian, and Spanish
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PART 5

Neural Approaches
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Light-LS (Glavaš and Štajner, 2015)

• Pros: 
• No need for parallel data or simplified data
• Better coverage than other LS systems

• Cons: 
• Simplifying only single words (no multi-word expressions)
• Problem with antonyms (due to word embeddings)
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Light-LS: Main Idea

• “Simple” words are also present in “non-simple” texts

• We need:

• Good semantic similarity measure (to retrieve substitution 
candidates)

• Good measure of word complexity (to rank substitution candidates)
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Light-LS (Glavaš and Štajner, 2015) 

• Simplification candidate selection:
• Using only content words
• Using 200-dimensional GloVe vectors pretrained on English Wikipedia 

and Gigaword 5
• For each content word select 10 most similar content words (cosine 

similarity) excluding morphological derivations

• Ranking: 
• Context similarity (symmetric window of size 3)
• Simplicity (frequency in a large corpora)
• Fluency (language model)
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Evaluation 

• Automatic evaluation on two datasets:
• Replacement task (Horn et al., 2014)
• Ranking task (SemEval-2012 Task 1)

• Human evaluation on a 1 – 5 Likert scale:
• Grammaticality
• Meaning preservation
• Simplicity
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Replacement Task Results 

• Precision: the percentage of correct simplifications (i.e. the system 
simplification was found in the list of manual simplifications)

• Accuracy: the percentage of correct simplifications out of all words that 
should have been simplified

• Changed: the percentage of target words changed by the system

Model Precision Accuracy Changed

Biran et al. (2011) 71.4 3.4 5.2

Horn et al. (2014) 76.1 66.3 86.3

LIGHT-LS 71.0 68.2 96.0
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Ranking Task Results 

• Task: for each target word (one per sentence) and three given substitution 
candidates, rank the substitution candidates from simplest to most 
complex

• Evaluation: the official SemEval-2012 Task 1 script for calculating Cohen’s 
kappa

Model Cohen’s kappa

Baseline-random 0.013

Baseline-frequency 0.471

Jauhar and Specia (2012) 0.496

LIGHT-LS 0.540
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Results of Human Evaluation

Source G Smp MP Ch

Original 4.90 3.36 -- --

Manual 4.83 3.95 4.71 76.3%

Biran et al. 4.63 3.24 4.65 17.5%

LIGHT-LS 4.60 3.76 4.13 68.6%

Biran et al. Ch. 3.97 2.86 3.57 --

LIGHT-LS Ch. 4.57 3.55 3.75 --
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Example

Source Sentence

Original The contrast between a high level of education and a low level of 
political rights was particularly great in Aarau, and the city refused to 
send troops to defend the Bernese border.

Biran et al. The separate between a high level of education and a low level of 
political rights was particularly great in Aarau, and the city refused to 
send troops to defend the Bernese border.

LIGHT-LS The contrast between a high level of education and a low level of 
political rights was especially great in Aarau, and the city asked to send 
troops to protect the Bernese border.
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LS-NNS (Paetzold and Specia, 2016)

• Similar idea of using word embeddings for unsupervised LS
• Difference: context-aware word embeddings (POS tags instead of 

sense labels)
• Difference: modular approach
• Difference: used a corpus of subtitles

(Paetzold and Specia, 2016)

Model Precision Accuracy Changed

Biran 0.121 0.121 1.000

Kauchak 0.364 0.172 0.808

Glavas 0.456 0.197 0.741

LS-NNS 0.464 0.226 0.762
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Exploring Neural TS Models 
(Nisioi et al., 2017) 

• First attempt at using sequence to sequence neural networks to 
model text simplification

• The model simultaneously performs lexical simplification and 
content reduction

• Almost perfect grammaticality and meaning preservation

• Higher level of simplification than state-of-the-art ATS systems
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Dataset 

• EW-SEW (Hwang et al., 2015): 150,000 full matches and 130,000 
partial matches

• Manually created multi-reference development and test set (Xu et 
al., 2016): 2,000 + 359 (each with eight references)

• High number of named entities
• High lexical richness Original Simplified

Locations 158,394 127,349

Persons 161,808 127,742

Organisations 130,679 101,239

Misc 95,168 71,138

Vocabulary 187,137 144,132

Tokens 7,400,499 5,634,834
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Examples from EW-SEW (Hwang et al.)

Type Original sentence Simpler version

full During the 13th century, gingerbread was 
brought to Sweden by German immigrants.

German immigrants brought it to Sweden 
during the 13th century.

partial Gingerbread foods vary, ranging from a soft, 
moist loaf cake to something close to a 
ginger biscuit.

Gingerbread is a word which describes 
different sweet food products from soft cakes to 
a ginger biscuit.

partial Humidity is the amount of water vapor in the 
air.

Humidity (adjective: humid) refers to water 
vapor in the air, but not to liquid droplets in fog, 
clouds, or rain.
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NTS System

• OpenNMT framework
• Two LSTM layers
• Hidden states of size 500
• 500 hidden units
• A 0.3 dropout probability
• Vocabulary: 50,000

(Nisioi et al., 2017)
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Training

• Training the model for 15 epochs with plain SGD optimiser
• After epoch 8, halve the learning rate
• At the end of every epoch save the current state of the model and 

predict perplexity values of the models on the dev set
• Early-stopping and selecting the model with best perplexity
• Parameters initialised over uniform distribution with support [-0.1, 

0.1]
• Global attention in combination with input feeding for the decoder

• The architecture configuration, data, and pretrained models 
available at: 
https://github.com/senisioi/NeuralTextSimplification
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What’s New Here?

• Word embeddings
• Kauchak (2013) showed that adding original language to the simple 

language in LMs improves ATS

• Encoder: original English + Google News (word2vec)
• Decoder: simplified English + Google News (word2vec)
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What About the OoV Words?

• Vocabulary size: 50,000
• Those not present in the vocabulary are replaced with ‘UNK’ 

symbols during training
• At the prediction time, we replace unknown words with the highest 

probability score from the attention layer
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How to Find the Best Hypothesis?

• We generate first two candidate hypotheses from each beam size 
from 5 to 12

• Try to find the best beam size and hypothesis based on:
• BLEU with NIST smoothing (Bird et al., 2009)
• SARI (Xu et al., 2016)

• Development dataset (2,000 sentence pairs) is used for finding the 
best beam size and hypothesis according to BLEU and SARI
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Evaluation

• First 70 sentences from the test set (Xu et al., 2016)

• Automatic evaluation (BLEU and SARI)

• Human evaluation:
• Number of changes (whole phrase is one change)
• Correctness of changes (simpler and not damaging)
• Grammaticality (1-5 scale, 3 annotators, native speakers)
• Meaning preservation (1-5 scale, 3 annotators, native speakers)
• Relative simplicity (semantic scale that corresponds to -2 to 2)
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Comparison with the State of the Art

• SBMT system (Xu et al., 2016)

• Unsupervised s.o.t.a. LS system LightLS (Glavaš and Štajner, 2015)

• PBSMT system with output reranking (Wubben et al., 2012)

• We use original systems in all three cases
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NTS vs. State-of-the-Art ATS

• NTS models have higher percentage of correct changes
• NTS models have more simplified output than any other ATS 

system

• NTS with custom word2vec embeddings, ranked with SARI:
• the highest total number of changes among NTS models
• one of the highest number of correct changes
• the second highest simplicity score
• solid grammaticality and meaning preservation scores
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Customised NTS Models

• Ranking predictions with SARI → the highest number of changes

• Ranking predictions with BLEU → the highest number of correct 
changes

• Customised word embeddings in combination with SARI seem to 
work best among all our NTS systems
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Example

• Original: 

Perry Saturn (with terry) defeated Eddie Guerrero (with chyna) to win
WWF European Championship (8:10); Saturn pinned Guerrero after a 
diving elbow drop.

• NTS:

Perry Saturn pinned Guerrero to win the WWF European
Championship.
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Recap

• NTS systems:
• generate grammatical output
• preserve the meaning well
• lead to more changes on average
• lead to higher percentage of correct changes

• Neural MT systems need to be adapted for TS:
• adapted word embeddings
• reranking the output (the default hypothesis is too

conservative)

• Evaluation metric should be chosen depending on the target 
application or user.
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PART 6

Fully Fledged Systems
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Comparison of Fully-fledged Systems: Example 1

Original, Angrosh et al. (2014), Woodsend and Lapata (2011):

They drove a patrol car onto the lawn in an attempt to rescue her.

EvLex, LexEv:

They drove a police car onto the lawn. content reduction

EventSimplify + Light LS = EvLex
LightLS + EventSimplify = LexEv
Angrosh et al. (2014) is a hybrid system
Woodsend and Lapata (2011a) is a supervised system based on EW-SEW
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Comparison of Fully-fledged Systems: Example 2

Original, Woodsend and Lapata (2011):

Jonson was rushed to hospital but died from her wounds, Goodyear said.

Angrosh et al. (2014):

Goodyear said Jonson was rushed to hospital but died from her wounds.

EvLex, LexEv:

Jonson was rushed to hospital. Jonson died from her injuries.
syntactic (reordering)

syntactic (sentence splitting)
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Comparison of Fully-fledged Systems: Example 3

Original:

“The ambassador’s arrival has not been announced and he flew in 
complete secrecy.” the official said.

Woodsend and Lapata (2011):

“The ambassador’s arrival has not been announced.,” the official said. He 
flew in complete secrecy.

Angrosh et al. (2014):

The official said The ambassador’s arrival has not been announced. And he 
flew in complete secrecy.

EvLex, LexEv:

He arrived in complete secrecy.

syntactic (reordering)

content reduction
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Summary of the tutorial

• Text simplification is a complex  task which requires considerable 
linguistic and world knowledge

• Automatic text simplification, although still imperfect,  has the 
potential to serve a variety of users with special needs

• Text simplification has been addressed with a variety of techniques 
including rule-based methods, unsupervised approaches, and  
current/innovative data-driven techniques

• The techniques will depend on several factors such as availability 
of resources or what you are aiming for  (e.g. just try a new 
approach or create a system for an end user) 
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Summary of the tutorial

• For the time being, and except for few works, text simplification is 
being approached at word and sentence, neglecting  discourse 
issues such as cohesion and coherence

• There is much to be done to take text simplification research to the 
next level 
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Data-Driven Text Simplification

Sanja Štajner and Horacio Saggion

Many thanks for attending the tutorial !!!!

#TextSimplification2019 
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Réjean Ducharme, Pascal Vincent, and Christian Janvin. A neural
probabilistic language model. Journal of Machine Learning Research, 3:
1137–1155, March 2003. ISSN 1532-4435.

[Benjamin(2012)] Rebekah George Benjamin. Reconstructing readability: Re-
cent developments and recommendations in the analysis of text difficulty.

2



Educational Psychology Review, 24(1):63–88, March 2012. ISSN 1040-
726X.

[Bernhard et al.(2012)Bernhard, De Viron, Moriceau, and Tannier] Delphine
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simplification of news stories. In Recent Advances in Natural Language
Processing, RANLP 2013, 9-11, pages 71–78, 2013.
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[Mel’čuk(1988)] Igor Mel’čuk. Dependency Syntax: Theory and Practice. State
University of New York Press, 1988.

[Mikolov et al.(2013)Mikolov, Yih, and Zweig] Tomas Mikolov, Wen-tau Yih,
and Geoffrey Zweig. Linguistic regularities in continuous space word rep-
resentations. In Proceedings of the 2013 Conference of the North American
Chapter of the Association of Computational Linguistics, NAACL, pages
746–751, Atlanta, Georgia, USA, June 9-14 2013.

[Miller et al.(1990)Miller, Beckwith, Fellbaum, Gross, and Miller] George A.
Miller, Richard Beckwith, Christiane Fellbaum, Derek Gross, and
Katheine J. Miller. Introduction to WordNet: An on-line lexical
database. International Journal of Lexicography, 3(4):235–244, 1990.

[Mitchell(1997)] Thomas M. Mitchell. Machine Learning. McGraw-Hill,
Inc., New York, NY, USA, first edition, 1997. ISBN 0070428077,
9780070428072.

[Narayan and Gardent(2014)] Shashi Narayan and Claire Gardent. Hybrid sim-
plification using deep semantics and machine translation. In Proceedings

15



of the 52nd Annual Meeting of the Association for Computational Lin-
guistics, ACL, pages 435–445, Baltimore, MD, USA, June 22-27 2014.

[Navarro(2001)] Gonzalo Navarro. A guided tour to approximate string match-
ing. ACM Comput. Surv., 33(1):31–88, March 2001. ISSN 0360-0300.

[Nisioi and Nauze(2016)] Sergiu Nisioi and Fabrice Nauze. An ensemble method
for quality assessment of text simplification. In Proceedings of the
Workshop & Shared Task on Quality Assessment for Text Simplification
(QATS), Portoroz, Slovenia, 2016.

[Norbury(2005)] C.F. Norbury. Barking up the wrong tree? lexical ambiguity
resolution in children with language impairments and autistic spectrum
disorders. Journal of Experimental Child Psychology, 90:142–171, 2005.

[Och and Ney(2003)] Franz Josef Och and Hermann Ney. A systematic compar-
ison of various statistical alignment models. Computational Linguistics,
29(1):19–51, March 2003. ISSN 0891-2017.

[Ogden(1937)] Charles Kay Ogden. Basic English: A General Introduction with
Rules and Grammar. Paul Treber, London, 1937.

[Ong et al.(2007)Ong, Damay, Lojico, Lu, and Tarantan] Ethel Ong, Jerwin
Damay, Gerard Lojico, Kimberly Lu, and Dex Tarantan. Simplifying
text in medical literature. Journal of Research in Science, Computing
and Engineering, 4(1):37–47, 2007.
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