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Volumetric coordinate errors (dx, dy, dz) were ereéd in the presence of detector angular
misalignments by simulation and systematic behasiowere observed.

Radiographic errors, i.e. pixel coordinate errarthie radiographic intensity image, due to
angular misalignments of the detector are modelled.

The radiographic error model is applied to re-bia simulated radiographs in the presence of
detector misalignments. Volumetric errors are redushen the volumes are reconstructed
with the re-binned radiographs.

Reduction of volumetric errors validate the effica€ the radiographic error model, which
can be used to develop a geometrical error modél fomeasurements.
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Abstract

The quality of dimensional measurements made hysimigl X-ray computed tomography
(CT) depends on a variety of influence factorshien mmeasurement process. In this paper, the
effects of angular misalignments of a flat-panded®r are investigated. First, a forward
projection model is applied to evaluate distortiohghe radiographic pixel coordinates
assigned to X-ray intensities due to various detecitation angles. Distortion maps are
presented for a set of representative detectotisotaand the sensitivity of image distortions
to each rotation is discussed. It is shown fromraukation study that detector angular
misalignments result in systematic errors of tle@nstructed volume. The distortion model
is inversely applied to generate correction mapsdhe used to correct the simulated
radiographs from a misaligned detector. A new va@usreconstructed from the corrected
radiographs and the new deviations are comparttetancorrected results. The reduction of
observed volumetric errors after radiographic aiom validates the efficacy of the
radiographic distortion model. Additionally, thetput of this study can contribute to the
development of a geometrical error model for voltimeneasurements made by CT.
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Dimensional metrology, X-ray computed tomograptegmetrical distortions, volumetric
errors

1. Introduction

In X-ray CT, the accurate reconstruction of the soe@ament volume is strongly dependent
on the alignment of the system geometry [1]. Fprdgl industrial CT systems, the geometry
is defined by the relative position and orientatddithe three main components [2], namely
the X-ray source (particularly, the X-ray focal §peootation axis, and detector. To determine
the sensitivity of the reconstructed volume todalignment of these three components, the
principles of X-ray CT are briefly revisited here.

The measurement volume is reconstructed by wap/eng tomographic (slice-wise)
reconstruction to a collection of radiographic ireag or radiographs [3]. Typically,
radiographs are taken in sequence as a test abjetated on a stage. The information
contained within each radiograph corresponds tepiadial distribution of attenuated X-rays
incident on the plane of the detector. More speiify, the intensity registered by each pixel
corresponds to the intensity of those X-rays ttaatdrse the path from the X-ray source to
the corresponding pixel. In the case of an objetttiwthe measurement volume, the
registered intensity at each pixel will depend lom attenuation of X-rays by the object along
the source-to-pixel path. The intensity at eaclelpmll also depend on scatter and other X-
ray effects that are out of the scope of this papgrare discussed elsewhere in the literature

3].

Radiographs are taken at multiple rotation posgiqmoviding a denser sampling of X-ray
attenuation trajectories through the measuremdoma The registered attenuation along all
X-ray paths is used by the reconstruction algoritbrgenerate a three-dimensional
distribution of relative attenuation values in theasurement volume. This volumetric model
consists of three-dimensional pixels, ‘voxels’,wéssigned grey values, which correspond to
the relative attenuation at that voxel positione position of each voxel is given by the
three-dimensional coordinates of its centre. Sulesetgprocessing of the volumetric data,
such as segmentation and surface sampling, casdoeto generate a three-dimensional point
cloud; dimensional measurements can then be pegfbon the resulting coordinate points

[1].

The accuracy of the extracted three-dimensionaldinates is dependent on the alignment of
the system geometry and its stability during a sGte grey value assigned to a voxel
representing a particular volumetric space is ¢ated from the set of X-ray trajectories
through that volumetric space. Each trajectoryugtothe measurement volume is
determined from the assumed positions of sourcepawmd. Also, knowledge of the relative
orientation of the measured object between radpdgras determined from the rotation of the
stage, which is typically assumed to be stable2)iations in the system geometry from its
assumed state will introduce errors in the radipigi@pixel coordinates assigned to
registered X-ray intensities. The propagation eStherrors through the reconstruction
algorithm will result in errors of the binning ofey values to individual voxels and,
consequently, errors in dimensional measurememtsrpgd on the reconstructed volume.

In this paper, the effects of angular misalignmerfita flat-panel detector on volumetric
measurements made by CT are studied. First, theefep of a typical cone-beam X-ray CT
system is described. Then, a forward projectionehpy is adapted to generate radiographic
distortion maps for various detector rotationspiactice, uncertainty in the input parameters
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would result in an uncertainty of the distortionpaaThe scope of this study is to evaluate
the effects of a misaligned detector; therefore,itiput parameters for the model are
assumed to be exactly known. It is shown by sinutahat detector angular misalignments
result in systematic dimensional errors of the nstwcted volume. The simulation study is
briefly discussed and the volumetric errors arsg@méed for various detector misalignments.
The distortion model is then applied inverselydorect the radiographs from each simulated
detector misalignment. A new, corrected volumenstructed with the corrected
radiographs. The deviations from ideal geometmhecorrected volumes are compared to
the deviations in the corresponding uncorrectedmels.

1. Instrument geometry

a summarizes the X-ray CT instrument geometry asduior this paper. To begin, a right-
handed global coordinate system is defined. Thenifiagtion axis, also the Z axis, is given
by the line connecting the centre of the X-ray fagmt to the centre of the detector. The Y
axis is parallel to the rotation axis of the objstetge. The X axis is orthogonal to both the Y
and Z axes, thus forming a Cartesian coordinatesyslhe origin is defined as the
intersection of the ideal magnification axis and tletector plane. The positive Z direction is
towards the X-ray source, while the positive Y diien is upwards (opposite the direction of
gravity). The direction of the positive X axis foll's the right-hand rule. The X-ray source-
to-rotation axis distancé&SRD) is given by the distance from the centre of the)focal

spot to the intersection of the rotation and magaiion axes, while the source-to-detector
distance $DD) is given by the distance from the X-ray focaltspentre to the centre of the
detector. Bottf8RD andSDD are positive values. The detector is positionetheropposite
side of the rotation stage from the source, #HDB is larger thar8RD. SRD is not an input
parameter to the model but is mentioned here fereace.

The nominal alignment of the detector is as folloWse magnification axis (Z) is normal to
the plane of the detector. The vertical axis ofdatector (V) is antiparallel to the Y-axis,
while the horizontal axis of the detector (U) isgil to the X-axis. The flat panel detector
consists of M by N pixels, where M is the numberaf's and N is the number of columns (
b). Ideally, the pixels are equally-sized and elgtgpaced in the plane of the detector; the
variablesAu andAv correspond to the pixel width and height, respetti The centre of
each pixel in the detector is assigned columhgnd row ) indices. The(u,v:(l,])

position is at the top left corner of the detesnmeen; the columns increase rightward (+X
direction in the system coordinate frame), while tbws increase downward (=Y direction in
the system coordinate frame). The variahlesindyv, are the pixel column and row
coordinates, respectively, corresponding to thergsction of the magnification axis and the
detector; this feature is also known as the pradgyoint — a term commonly found in camera
calibration for machine vision [5]. In the caseaofideally aligned detector, the principal
point is located at the geometrical centre of thiector plane. Depending on the number of
pixel rows and columns (even or odd), the centth@fdetector can fall on a pixel or on the
edge between adjacent pixelg, u, andv, can be non-integer values.

Angular misalignments of the detector are descriethree rotations: detector té#t about

the X-axis (fig. 2, left), detector slagt about the Y-axis (fig. 2, centre), and detect@vsk

n about the Z-axis (fig. 2, right). Ti# and slantp are known as out-of-plane rotations,
while skews is an in-plane rotation. Detector rotations, iagbice, are not constrained to

occur about the central axes of the detector gBlhesuch rotations can be modelled as a
combination of detector translation and rotation.
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The effects of positional misalignments of the d&teare not investigated in this paper to
allow for in-depth analysis of angular misalignneerithe principal point is therefore located
at the detector centre. It should be noted, howekat the radiographic error model
presented here includes parameters for positiorsalignments of the detector. Positional
misalignments in X and Y can be modelled by adaptive principal poinu, andv,,

whereas a misalignment in Z is modelled by ada@ipD.

A detector can be misaligned by more than oneiostangle simultaneously. Various
established conventions may be used for rotatireetlimensional coordinates [7]; these
conventions differ by the axes about which thetrots are performed and the sequence in
which the axes are rotated. In general, the agic®f different conventions will not
generate equivalent final three-dimensional rotstid’he convention used here is chosen to
agree with the convention used to simulate a wntatf the detector in the analytical (ray-
tracing) simulation software Scorpius Xl%atMore information on Scorpius XL&kan be
found in the literature [8]. All rotations are @rsic and are performed about the fixed X, Y,
and Z axes of the global coordinate frame. Thetpesiirection of rotation is given by the
right-hand screw rule (see fig. 2).

1. Radiographic distortions

Radiographic or pixel distortion is defined as shét in the pixel coordinates assigned to
registered point intensities (X-ray photons) frdra tmage plane of an aligned detector to the
image plane of a misaligned detector. The interifitpcident X-rays is registered by pixel

(u,v) in the aligned detector. On a misaligned detetih@r same X-ray intensity is registered
by pixel (u,,v, ), as depicted in fig. 3.

The difference in registered pixel position frore @iligned detector plane to the misaligned
detector plane corresponds to the pixel distorfiborthe pixel(u,v) in the aligned detector

plane and is given by equation 1.
du=u, —u, dv=v.-v (1)

Principles of forward projection may be adaptedvaluate the pixel distortion in the
presence of various representative detector roiti®imilarly to the derivation provided by
Yang et al. [4], the calculation afu anddv is achieved by the following steps. First, the

(x, Y, z) coordinates of each pixel centre in the aligngeéater are determined. Then, a set
of straight lines from the X-ray focal spot cenfmezen by a point) to the coordinates of each

pixel centre are generated. The intersectionseo§ttaight lines with the now misaligned
detector plane are subsequently determined. Foriatersection point on the rotated

detector, the corresponding column and row ind(mes/r) are extracted. Finallydu and

dv are evaluated for each pair(af ,v, ) and(u,v).

Distortion maps may be generated for various otitafe rotation® andg and in-plane
rotationss; . It is important to note that the magnitude ofedétr rotations studied in this

paper is significantly larger than experimentalbgerved rotations in test systems.
Nevertheless, the magnitudes are chosen to cleabent the geometrical behaviour in the
radiographic distortions. The values of other nanying geometrical input parameters used

in the model are given in table 1. The magnitud#eftotal distortioni.e. Jdu? +adv? , is
plotted in colour for each pixel. The directiontbé distortion vector is given by the
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superimposed arrows (decimated by 80 for clarilygtortion statistics are presented for each
applied rotation in table 2.

1.1. Out-of-plane rotations € and ¢
Distortion maps are presented #®r +5°,+1C in fig. 4 and forg = +5°,+1C in fig. 5. In

the case of a detector t# distortion increases for rows further from miaduip (rowv,).

Distortion is, to first approximation, constant &l u in a givenv. Note that the trend of
distortion increase for rows away froyy is not symmetrical abouwt , as might be expected.

Further, the general trend for constant distorioross a row is modified by the local
minimum, which is evident on the vertical centezliof the distortion plot for each test
rotation in fig. 4. The pixel distortions point tavds the local minimum for pixel rows
occupying the same image half as the local minimaqual and opposite rotations have
mirrored distortions about the horizontal centre lin the case of detector #iliand about the
vertical centre line in the case of detector slanDue to the simplified nature of the

modelled geometry, distortions due to detectortsfanan be expected to correspond to

distortions for tiltsg, but mirrored in the linei=v.

The presence of local minima along the image cdimes can be explained by the diagram in

fig. 6a, in which an X-ray path to a detector with #is shown on the YZ plane. The X-ray

path from the source intersects the rotated detattp and the ideal detector &t The
dotted arc has a radius wfand connects the two pixel row positionsandv. Therefore,
v, =v and the pixel row distortionv = 0. Also, since the diagram is on the YZ plane,
du =0 (see fig. 4). Therefore, the total distortion float particular pixel row is zero. The

row position of this minimum changes with the magaé of 6, as is shown by the diagonal

zero line in

fig. 6b. In this Fig. , the horizontal zero liner@sponds to the X-axis and the vertical zero
line is the distortion whe# = 0.

1.1. In-planerotation 7

Distortion maps in the presence of in-plane rotatjo= +1°,+2° are presented in fig. 8. The
magnitude of distortions increases with increasiisgance from the detector centre. As
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expected, the distortion direction at any pixelipos is tangent to the radial direction; that
is, the distortions follow a circular trajectorytivithe detector centre at the trajectory centre.

Table 2 summarizes the magnitude of the distofoovarious detector rotations.

The distortions in the presencempf £1° andn =+2° are larger than the distortions in the
presence o = ¢ =+5° and 8 = ¢ =+10°, respectively. The sensitivity of distortion
magnitude to rotation angle is depicted by fign9yhich maximum and mean distortion
magnitude is plotted as a function of rotation ang|

1. Volumetric deviations

The effects of angular misalignments of the deteate studied on simulated CT scans of a
test object. A cone-beam CT system is simulatenguStorpius XLaB. The system

geometry is characterized by the parameters i thbThe current of the X-ray source is set
to 0.1 mA and the voltage is set to 100 kV. Thé eégect is a computer-modelled cylindrical
array of aluminium spheres (fig. 10). One hundned @venty five spheres are separated into
five layers along the cylindrical axis. Each lagensists of twenty four spheres arranged in
three concentric circles and one additional splmrated at the common centre. The diameter
of the modelled spheres is 5 mm.

The test object is placed within the system suahith cylindrical axis is coincident with the
axis of rotation and its centre (the central sploédayer C) is coincident with the intersection
of the rotation and magnification axes. In thisipos and orientation, the third layer of
spheres is centred on the mid-plane (XZ); thus,divbe layers are below this mid-plane

and two are above it. For the purpose of isolattiegeffects of geometrical errors, other
influence factors, such as finite X-ray focal spae, focal spot drift, and electronic noise and
MTF of the detector, were not simulated. The tégeat is imaged at 3600 equally-spaced
rotation positions over a range of 360°; the nundfqarojections was chosen to reduce the
effects of insufficient projection data. Subsequertollecting the full set of radiographs, the
volume is reconstructed by filtered backprojectibaldkamp type) algorithms [9] included

in the simulation software. Default settings forfpeming reconstruction in Scorpius XL&b
were used. Prior to the backprojection step, a fhegan filter [10] is applied to the
radiographic data. Bilinear interpolation [3] isfeemed in the backprojection step. The
number of voxels in the reconstructed volume a@912000, and 1999 along X, Y, and Z,
respectively. Voxel dimensions are 4Qr8@ along X and Z and 364m along Y.

Surfaces in the three-dimensional voxel model aterchined by applying a grey value
threshold between the material of interest (alunmmiand the background (air). Advanced
(local) thresholding on VGStudio MAX with a seamtistance of 0.15 mm is performed on a
starting grey value, which was chosen to providangle continuous surface for each sphere
object. The surface is subsequently convertedthoee-dimensional point cloud by way of
sampling the isosurface at intervals of 0.08 mnm@lall three coordinate directions (using
the surface extraction feature in VGStudio MAX)rleach sphere object in the point cloud,
the centre of mass (centroid) of all surface pamtsalculated. It should be noted that sphere
fitting is not used in determining the centroictioé sphere object; it is shown later in this
paper that certain detector orientations resuliddrim deviations of the scanned spheres. For
this purpose, the form of the reconstructed sphisralso used to understand the effects of
detector misalignments. Other studies [11] usevttemetric grey value data to evaluate the
centroid of the sphere objects. This method elitesighe surface determination step, thereby
removing the effects of thresholding [12] on thatoeid results. Here, surface data is used as
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it is necessary to evaluate the form of the recanttd spheres. Spheres are linear least-
squared fit to each object and the root-mean-sqiRVES) value of sphere fit residuals is
used as the criterion for form deviation. It shobé&lnoted that other definitions for sphere
form exist. The centroid and form deviation evadgatinder each detector misalignment are
compared to the same features obtained undersgisi@m geometry. Feldkamp artifacts due
to insufficient radon data at large cone-beam andl8] could affect the centroid calculation.
Given that both misaligned and ideal scan datafieeted by Feldkamp artifacts, their
influence is not considered.

1.1. Detector tilt 8

The following tilts of the detector about the X-su&re simulated? = +10°, +5°,—5°, and

—10°. In fig. 12, centroid deviations are presergsdectors superimposed on the nominal

centroid positions. The deviation vectors are sthlea factor of 20 for visualization in the
measurement volume. Centroid deviations are notstmical about the XZ mid-plane. A
local minimum is evident above the mid-plane fosigige tilt angles and below the mid-
plane for negative tilts. This behaviour corresmotadthe local minimum observed in fig. 4.
The data in table 4 confirms the non-symmetrichldy#our about the mid-plane. Deviations
due to equal and opposite rotations are mirroreditaiine XZ plane.

1.1. Detector slantp

The following slants of the detector about the Ysaate simulatedy = +10°, +5°,—5°, and

—10°. The deviations in centroid coordinates for¢hses = +10° andp = —10° are plotted

in fig. 13; the magnitude of plotted deviationséaled by a factor of 20 for visualization in
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the measurement volume. The resultsgfer+ 5° exhibit the same behaviour as the +

10° cases, respectively, only at smaller magnituideshis reason, the = + 5° plots are not

presented. Horizontal (XZ) deviations are radiallyward,i.e. away from axis of rotation

and vertical (Y) deviations point towards the mldsfe (fig. 13, centre). The magnitude of
deviations generally increases with increasingadist of the sphere from the axis of rotation;
this behaviour is evident from the data in table 5.

1.1. Detector skeywy

The following skews of the detector about the Zsaade simulated; = +2°, +1°,—1°, and

—2°. The centroid deviation diagram is not showndetector skew since the deviation

vectors were not noticeable at a scaling fact@ofinstead, the statistics for centroid
deviation due to each detector rotation are sunpedrin table 6.

A closer look at the reconstructed volume suggisiiscentroid deviation is not the most
suitable criterion for determining the effects etettor skew. The reconstructed volumes in
the presence of detector t#t=+10°, detector slanp = +10°, and detector skew= +2° are

presented, respectively, in fig. 14 top, centrel, lbottom. On the left, a grey-value slice along
the XY plane (prior to the application of a surféleeeshold) is shown. A magnified portion

of the grey-value image is shown in the centragfX4; in the presence of detector slant and
skew, the sphere object is reconstructed as twdapg@ng sphere objects, each individually
having a lower material attenuation value thanaberlapping section. An appropriate grey-
value threshold is applied to generate a surfacthéooverlapping portion, as this section has
comparable grey-values to the ideally-reconstrustgtere objecfts. A three-dimensional
view of the reconstructed sphere objects after-gedye thresholding is presented in fig. 14,
right.

As a results of the behaviour observed in fig. A4 #he magnitude of centroid deviations in
table 6, form deviation seems to be a more ap@tpdriterion to determine the complete
effects of detector slai and detector skew. Given the symmetrical behaviour observed in

table 6, form deviation statistics are only showngdositive rotation angles. The results

Page 8 of 33



support the sensitivity statements made in se@idso, detector slant contributes more
strongly to form deviations than detector tilt.

1.1. Multiple rotations

CT scans in the presence of multiple detectorimtatare simulated. The first three
combinations included rotations about two axes)eniie last two combinations included
rotations about all three axes. Negative rotatamescovered in the final three-axis
combination.

(6,¢.7) = (+5,45,0) ; (+5,0,+1) ; (0,+5,+1) ; (+5,+5,+1}-5 -5, —1)

The statistics for centroid and form deviations tuenultiple rotations are summarized
inError! Reference source not found..

1. Radiographic correction

The authors of reference [14] observed an improvgimetomographic image quality after
correcting for geometrical errors in the radiogliaptata. Here, the approach of correcting
radiographic data prior to reconstruction is eviddajuantitatively and in the context of
reducing dimensional measurement errors. Sincagheoach is applied to simulated data,
the angular misalignments of the detector are knpreaisely. In a test system, detector
misalignments can be measured either with refergrsteiments or by imaging a reference
object. Uncertainty in the experimental measuresyeqaiuld result in an uncertainty of the
applied correction.

Distortion correction maps were generated for esictulated detector misalignment and
applied to the corresponding radiographic dataréoting the radiograph consists of shifting
the pixel position assigned to an intensity valye&b amount corresponding to the distortion
correction at that pixel position. Thewarp function in MATLAB’s image processing
toolbox is used to perform the re-binning of inigndata for all radiographs. The function
includes options for interpolating the shifts betwapixels; linear interpolation was used in
this study. As an example, a radiograph taken witletector skewy = +2° is shown in fig.

16 (left); the imaged cylindrical array is slightlited. To ensure that the border pixels are
preserved after the correction procedure, the gadjghic images were initially padded by 50
pixels on each side with repeated border intensilyes. The result of not padding the image
data prior to correction is shown in fig. 16 (ceftThe intensities from the original border
pixels are shifted inward towards the centre ofithege. Since there is no data to replace the
border pixels, they are automatically assignedra irgensity value. As a result of the
padding step, it is important that the border @aily include background (air) intensity
data. Subsequent to padding the image and apglyipixel shifts, the image is cropped
back to its original size (fig. 16, right).

New volumes are reconstructed from the correctdbgaaphs. The same procedures defined
in section 4 for determining centroid and form @ins are used here.

1.1. Individual rotations

The statistics for centroid deviation in the coteglcvolumes are presented for individual
rotations in table 10. Form deviation statistios smmmarized for positive individual

rotations in table 12. The percentage change fl@mmuhcorrected form deviation is also
presented.
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1.1. Multiple rotations

The statistics for centroid deviation in the cotegelcvolumes are presented for multiple
rotations in table 14. Sphere form statistics ararsarized for positive multiple rotations in
table 15. The percentage change from the uncodepieere form is also presented.

1. Conclusion

A forward projection model [4] is adapted to evadudistortions in the pixel coordinates
assigned to X-ray intensity data due to angulaahgsments of a detector. It is observed in
this study that the magnitude of pixel distortigmsnore sensitive to detector rotations about
the Z-axis (skews ) than about the X- or Y-axes. For example, ingtesence of detector

tilt #=10° (about the X-axis) or detector slapt=10° (about the Y-axis), the maximum
distortion was 42.5 pixels; a detector skew 2° resulted in a maximum distortion of 49.3

pixels. Similarly, the average distortion over grgire 2000 x 2000 pixel image space was
10.9 pixels in the presence of detectoréilt 10° or detector slang =10°; the average
distortion in the presence of detector skew 2° was 26.7 pixels.

Commercial software Scorpius XLabs used to simulate CT scans of a computer gestrat
cylindrical array of aluminum spheres. Scans areikited under ideal geometry and in the
presence of various detector misalignments. Cehposition and sphere form in the
reconstructed volumes are used as criteria fouatiag the effects of detector misalignments
on the measurement volume. It is shown that tiithe detector about the X axis contributed
mostly to centroid deviations; these deviationseased with increasing distance of the
sphere from the mid-plane. On the other hand, tmtetants about the Y axis contributed
significantly to both centroid and sphere form éé&wans; the effects of detector slant
increased with increasing sphere distance frommdtagion axis. Detector skew about the Z
axis contributed mostly to sphere form deviatitne &ffects of detector skew increased with
increasing distance from the centre of the voluBystematic deviations observed in the
volumetric data can be used to inform the develogroédedicated reference objects for
estimating detector misalignments in a test system.

The distortion model is applied inversely to cotmaaliographic data from a misaligned
detector. New volumes are reconstructed from theected radiographs and the centroid and
form deviations are compared to the uncorrectedeglAfter distortion correction,
deviations in centroid position in the presencdetctor tilt were reduced by 93 % to 97 %,
while deviations due to detector slant were reduned4 % to 94 %. On the other hand,
deviations in centroid position due to detectomslaee reduced by 30 % to 40 %. The RMS
of sphere fit residuals was reduced by 95 % to 98 #e presence of detector slant and
skew, while it was reduced by 50% to 80 % in thespnce of detector tilt. Similar reductions
were observed for the data in the presence of phelltietector rotations. The observation of
such reductions validates the efficacy of the rgdiphic distortion model presented in this
paper.

The methodology presented here can be usefuldseato correct for detector rotations in
their CT system, without requiring involvement frdne instrument manufacturer. However,
several limitations exist. For example, the propasethod assumes the values of the
detector rotations are known in advance. Some rdsttmdetermine detector position and
orientation exist in the literature [2]. Additiohglto enable corrections, measurements
should be avoided at the extremities of the recantd volume; that is, the projection of the
measured object should not occupy the border pofdlse radiographic image (see section
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5). Finally, the radiographic correction procedoas been validated under strictly-controlled,
e.g. noiseless, simulation conditions. There is contleat pixel interpolation used in the re-
binning of radiographic intensities (the MATLAB fation imwarp, in this study) could result
in loss of valuable projection data. An alternatiwethod to correct for known geometric
misalignments involves modifying the geometricaigmaeters used in the backprojection step
of the reconstruction algorithm [15]. However, #islity to modify the reconstruction
algorithm is currently limited to very experiencasers.

The model used to generate the correction mapsn@ssthat input parameters are exactly
known. In practice, uncertainty in the input parganewill influence the output of the
correction methodology. If the model is appliedjemerate correction maps, the uncertainty
in the input parameters will propagate into undetyan the applied corrections. The same is
true if the tomographic reconstruction algorithnmisdified. Uncertainty in the CT geometry
used to backproject radiographic intensities vafiult in uncertainty of the position and
intensity of the reconstructed grey values. To ensaceability of measurements, all error
sources must be accounted for and their contribuianeasurement uncertainty must be
quantified in a traceable way. Therefore, it is aripnt that any input parameter be
calibratedj.e. measured in a traceable manner with a statementaafrtainty. However,

while methods to measure instrument geometry §Xjst dedicated calibration procedure is
not yet available.

Future work includes experimentally applying therection methodology to a test system
with detector rotations. Other pixel interpolatimethodologies in the radiographic re-
binning step will be investigated to reduce po@rdata loss. Future research includes
investigating the applicability of modified tomogtac reconstruction algorithms to reduce
the effects of a misaligned CT system. Uncertaimtyre applied corrections is an important
step to assessing measurement uncertainty in @feftre, the evaluation of this uncertainty
is also considered in future work.
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Fig. 1 (a) The ideal geometrical alignment of adgpindustrial cone-beam X-ray CT
system. (b) The pixel column indices increase vigit, while the pixel row indices increase

downward. The pixel positiofu,v)=(1,1) is located at the top left corner of the detector.

Fig. 2 Potential detector angular misalignmentsuihe tilt & (left), slanty (middle), and in-
plane skewy (right). Positive rotations are illustrated.

Fig. 3 An incident X-ray photon will be registeratdifferent pixel coordinates on the
aligned and rotated detectofsi(v) and(u,,v, ), respectively). In this diagram, the rotated

detector is a result of multiple rotations.

Fig. 4 Distortion maps for varying values @MNote the direction of U and V.

Fig. 5 Distortion maps for varying values @fNote the direction of U and V.

Fig. 6 (a) X-ray path diagram along YZ plane. Gidetector tiltd, there exists an X-ray
path that will be registered by the same pixel dowte in both the ideal and rotated
detectors. (b) The pixel row position for this ogemce depends on the valueffas is
shown by the diagonal zero line.

Fig. 8 Distortion maps for varying values mf Note the direction of U and V.
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Fig. 9 Maximum (solid line) and mean (dotted lip&el distortion magnitude as a function
of rotation angle fo®, ¢, andy.

Fig. 10 A cylindrical array of aluminium spheressyaodelled for the purpose of sampling
the measurement volume. (Left) 3D view, (centr&rk view, (right) top-down view.

Fig. 12 Centroid deviations in the presence ofasetdilt 9. Deviation vectors are scaled by a
factor of 20 for visualization.

Fig. 13 Centroid deviations in the presence ofausidetector slantg. Deviation vectors are

scaled by a factor of 20 for visualization.

Fig. 14 Reconstructed volume in the presence @fodet tilt6=+10°, detector slarg=+10°,

and detector skew = +2°. Left: grey-value slice along XY-plane befgrey-value
thresholding. Centre: magnified portion of greyualmage. Right: three-dimensional view
of the reconstructed sphere objects after applgieg-value thresholding.

Fig. 16 The pixel positions assigned to intensélues in the original radiograph are shifted
according to the distortion correction map for ¢ineen detector misalignments. Left: The
original radiograph in the presence of a skew2°; notice the tilted orientation of the
imaged cylindrical array. Centre: Without paddihg tadiograph beforehand intensity values
for border pixels are shifted inward, while there ao intensity values to replace to occupy
the original pixels—thus, those ‘empty’ border pgéxare assigned zero intensity. (Right) The
result of shifting the pixels after padding andseduent cropping.

Table 1 The non-varying geometrical parametersrdesg the CT system.

Geometrical parameter Value

Detector size 400 mm x 400 mm
Number of pixelsil x N) 2000 x 2000

Pixel size Qu x Av) 0.2 mm x 0.2 mm
SRD 350 mm

SDD 1700 mm

Table 2 Maximum, mean, and standard deviagoof the distortion magnitudes in the
presence of various detector rotations.

Distortion magnitude (pixels)
M aximum M ean
Rotation s
+10°
6 or ¢ 425 10.9 10.0
+5°
17.6 4.7 4.0
13
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49.3

24.7

26.7

13.4

9.9

5.0

Table 4 Mean centroid deviation magnitude by splagrer in the presence of detector 8lt

M ean centroid deviation magnitude /mm

Layer A Layer B Layer C Layer D Layer E
[
+10° 0.29 0.19 0.01 0.38 0.99
+5°  0.19 0.07 0.01 0.14 0.38
—-5° 0.38 0.14 0.01 0.07 0.19
—-10° 0.99 0.38 0.01 0.19 0.29

Table 5 Mean centroid deviation magnitude by distginom rotation axis in the presence of

detector slanp.

Ring 1

Mean centroid deviation magnitude /mm
» Centre

Ring 2

Ring 3

+10°

0.01

0.26

14

0.34
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+5° 0.02 0.04 0.06 0.08

—5° 0.01 0.04 0.06 0.08

-1 0.01 0.13 0.26 0.34

Table 6 Maximum, mean, and standard deviation ofro&l deviation magnitude for all
sphere objects in the presence of detector rogtion

Centroid deviation magnitude /mm
Rotation Maximum  Mean (o]

+10°

1.05 0.37 0.34
+5°

P 0.42 0.16 0.13

_50

0.42 0.16 0.13
-1

1.04 0.37 0.34

15
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+10°

0.40 0.23 0.10
+5°
p 0.10 0.06 0.02
—5°
0.10 0.06 0.02
-1
0.40 0.23 0.10
+2°
0.11 0.04 0.03
+1°
n 0.04 0.02 0.01
—1°
0.04 0.01 0.01
—20
0.11 0.04 0.03

Table 6 The root-mean-square of the sphere fitlueds over all spheres in the volume is
used as criterion for form deviation. Here the maad standard deviatioof the RMS are
shown for positive values of each detector anglaximium values are omitted due to the
presence of noise particles, which result in orglef the surface data.

Rotation

/mm

16

RMS of spherefit residuals
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Table 7 Centroid deviation and form deviation stats in the presence of multiple rotations.

M ean c
+10° | 0.02 0.02
+5° 0.01 2.66x10
+10° | 0.10 0.06
+5° | 0.05 0.04
+2° [ 0.23 0.07
+1° | 0.13 0.04

Centroid deviation magnitude

RM S of spherefit

Rotation /mm residuals/mm
0 7 | Maximum Mean y Mean Y
0.44 0.13
+5° +5°
0.06 0.03

17
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+5°

+5°
+5° +5°
5o _gp

+1°

+1°

+1°

—1°

0.42

0.21

0.63

0.44

0.16

0.08

0.19

0.16

0.13

0.05

0.17

0.12

0.13

0.13

0.12

0.15

0.04

0.05

0.05

0.05

Table 10 Maximum, mean, and standard deviatdrcentroid deviation magnitude for

individual rotations after radiographic correctidime percent change from the uncorrected

deviation values is also shown.

Centroid deviation after correction /mm
Angles Maximum Change Mean Change o Change
-95.3% -95.8%
+10°
5.73x10°  -94.5%  1.76x18 1.42x10°
-93.9% -96.7%
+5°
9 2.39x10° -94.3%  9.64x18 4.27x10°
-93.9% -97.1%
_50
2.21x10° -94.8%  9.55x18 3.72x10°
-95.5% -96.0%
-10
5.37x10° -94.9%  1.65x18 1.37x10°
18
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-94.2% -93.9%
+10°
3.28x10 -91.8% 1.34x18 6.32x10°
-84.4% -83.9%
+5°
1.97x10° -80.8% 9.14x18 3.83x10°
¢ -83.7% -82.4%
_50
2.70x10°  -74.1% 9.61x18 4.35x10°
-94.2% -94.5%
-1
3.13x10°  -92.2% 1.34x18 5.73x10°
+20 7.19x10°  -36.2% 3.70x18  +3.0% 1.27x18 -55.6%
+1° 2.61x10° -30.8% 1.32x18  -14.1% 5.26x18 -30.8%
n
—1° 2.67x10° -33.4% 1.32x18  -11.3% 5.03x18  -31.0%
—2° 6.72x10° -38.8% 3.70x18  +3.1% 1.30x18 -55.9%

Table 12 Mean and standard deviatwrof the RMS of sphere fit residuals over all spkere

for individual rotations after radiographic coriiect The percent change from the
uncorrected RMS values is also shown.

RM S of spherefit residuals after correction /mm
Angles M ean Change o Change
g +10
2.82x10°  -82.8% 6.59x18  -96.0%
19
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+5°

2.58x10° -59.3% 3.85x10  -85.5%

+10°
P 2.77x10° -97.1% 6.03x19  -99.0%

+5°
2.44x10° -94.7% 2.91x10  -99.2%

+2°
n 2.48x10° -98.9% 3.92x18 —99.4%

+1°

2.44x10° -98.1% 3.16x18  —99.3%

Table 14 Maximum, mean, and standard deviagtoof centroid deviation magnitude for
multiple rotations after radiographic correctiomeTpercent change from the uncorrected
deviation values is also shown.

Angles Centroid deviation after correction /mm
0 0 77 Maximum Change Mean Change o Change
450 450 251x1F -94.3% +13%10 _95 805 4.61x18 -96.4%
450 110 3.03x1®  -92.7% 112710 95994 4.90x18 -96.1%
450 410 327x1¢ -845% 1410 _go 500 6.31x18 -87.2%

20
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+5°

+5°

— 50

+1°

_10

2.30x10°

4.64x10°

-89.4%

~96.4% 3 11*10

1.60x10

2

-94.1% 4.10x18 -97.6%

-90.0% 8.44x18 -93.2%

Table 15 Mean and standard deviation of the RM$§pbgre fit residuals over all spheres for
multiple rotations after radiographic correctiomelpercent change from the uncorrected

RMS values is also shown.

Angles RM S of spherefit residuals/mm
Change Change
6 @ n Mean o
+5°  +5°
2.58x10° -95.8% 3.32x18 -98.9%
+50 +10
2.55x10° -98.0% 3.89x18  —99.1%
+5° +1°
2.58x10° -98.1% 3.57x10  -99.3%
+5° +5° +1°
2.66x10° -97.7% 4.62x10 -99.1%
_50 _50 _10
2.78x10° -98.2% 4.49x18  -99.1%
21
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Figure 1. (a) X-ray path diagram along YZ plane. Given detector tilt @ | there exists an X-ray path

that will be registered by the same pixel coordinate in both the ideal and rotated detectors. (b) The

pixel row position for this occurrence depends on the value of 0 | asis shown by the diagonal zero

line.

In-plane rotation 77

Distortion maps in the presence of in-plane rotation 7 = +1°,+2° are presented in
Error! Reference source not found..The magnitude of distortions increases with
increasing distance from the detector centre. As expected, the distortion direction at any
pixel position is tangent to the radia direction; that is, the distortions follow a circular

trajectory with the detector centre at the trgjectory centre.
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