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Goals

◦ Explore computational modeling of tonal systems
◦ Expand on work by Shosted et al 2014, 2015
◦ Use in identifying toneme categories, yes, but…
◦ Computational modeling is a back-and-forth process

◦ Identify the uses and limitations of the method
◦ Citation tones vs. running speech
◦ Demonstrate how it can identify places where more human attention is 

needed

◦ Model data gathered under very imperfect conditions
◦ Which, given limited time in field/limited access to speakers, can 

accelerate and improve results



Background



Tai Khamti tonemes



Data gathering locations:
Upper Chindwin river valley



Data gathering

# Form Gloss # Form Gloss # Form Gloss # Form Gloss

1 maː¹ dog 2 kʰaw² rice 3 paː⁴ fish 4 kai⁶ chicken

5 mi¹ bear 6 maː² horse 7 kʰaːi⁴ buffalo 8 kʰaː⁶ galangal
9 pʰaː¹ wall 10 ɔi² sugarcane 11 naːw⁴ star 12 taw⁶ turtle

13 sʰɤ¹ tiger 14 saːng² elephant 15 nɤn⁴ moon 16 tʰo⁶ bean/nut
Tone 1 Tone 2 Tone 4 Tone 6

Frame questions:

1. Have you ever seen / eaten / etc ______?

2. What kind of _____ have you seen / eaten / etc?

3. Where have you seen ___ / Where can _____ be found / etc?



Corpora
1. Question answering (stimuli response corpus)
◦ 750 tokens

◦ 16 types

◦ 5 speakers (of 37 recorded)

◦ Controlled for syllable shape (14 CV, 2 CVN)

2. Wordlist reading
◦ 173 tokens

◦ ~50 types

◦ 1 speaker (of 5 recorded)

◦ Controlled for syllable shape (all CV)



Corpora

ID Sex Age Data type Tone 1 Tone 2 Tone 4 Tone 6 Total
LP5 F 24 Wordlist reading 54 (31%) 43 (25%) 47 (27%) 29 (17%) 173

MN2 F 42 Stimuli responses 35 (28%) 18 (14%) 39 (31%) 32 (26%) 124

SN2 M 74 Stimuli responses 49 (31%) 37 (23%) 39 (25%) 34 (21%) 159

SN3 F 40 Stimuli responses 47 (31%) 34 (22%) 37 (24%) 34 (22%) 152

SN5 F 20 Stimuli responses 40 (24%) 43 (26%) 43 (26%) 40 (24%) 166

KT5 M 65 Stimuli responses 33 (22%) 34 (23%) 41 (28%) 41 (28%) 149

204 166 199 181 750



Normalized pitch tracks

Wordlist reading
n = 173

(tones in isolation)

Stimuli responses
n = 750

(tones in situ)



Computational Modeling



Methods

◦Principal component analysis (PCA)
◦ e.g. Joliffe 1986, Johnson 2008
◦ Dimensionality reduction

◦K-means clustering
◦ Hartigan & Wong 1979
◦ One of many possible clustering techniques

◦ Traditionally-classified tones = “ground truth”



Principal Components Analysis



Principal Components Analysis
Dimensionality reduction

From this… …to this



Principal Components Analysis

Wordlist corpus
Speaker = LP5

Measures = pitch (7 steps)

Stimuli corpus
Speakers = KT5, MN2, SN2, SN3, SN5

Measures = pitch (7 steps)



Identifying the PCs

PC1 PC2

Pitch Height Pitch Slope



k-means clustering

[image from http://learnbymarketing.com/methods/k-means-clustering/]



corpus = wordlist
measures = pitch

PCs = 2
k = 4

Wordlist corpus (pitch only)

Precision Recall F-score

T1 0.9778 0.8148 0.8889

T2 1.0000 0.7907 0.8831

T4 0.9302 0.8511 0.8889

T6 0.4902 0.8621 0.6250

Overall 0.8266 0.8266 0.8266

T1 = rising
T2 = low falling
T4 = high falling
T6 = mid level
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Wordlist corpus

Fitted clusters
+ normalized pitch tracks

Expected clusters
+ normalized pitch tracks



Q&A corpus



Q&A corpus (pitch only)

Speakers = KT5, MN2, SN2, SN3, SN5

Corpus = stimuli

Measures = pitch (x7)



corpus = stimuli
measures = pitch

PCs = 2
k = 4

Precision Recall F-score

T1 0.3668 0.3579 0.3623

T2 0.6272 0.6386 0.6328

T4 0.4526 0.2161 0.2925

T6 0.2788 0.4420 0.3419

Overall 0.4027 0.4027 0.4027

Q&A corpus (pitch only)

T1 = rising
T2 = low falling
T4 = high falling
T6 = mid level
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Q&A corpus (pitch only)

Fitted clusters
+ normalized pitch tracks

Expected clusters
+ normalized pitch tracks



Q&A corpus (pitch only)

FittedExpected

Tone 1

Tone 4



Adding phonation measures



Adding phonation measures
Adding new columns to our input to PCA

From this… …to this



Adding phonation measures
Adding new columns to our input to PCA

From this… …to this

?



Adding phonation measures

Speaker = LP5

Corpus = wordlist

Measures = pitch (x7), spectral tilt (x3)



corpus = wordlist
measures = pitch, spec. tilt

PCs = 3
k = 4

Wordlist corpus (pitch + phon)

Precision Recall F-score

T1 0.4706 0.2963 0.3636

T2 0.9737 0.8605 0.9136

T4 0.5122 0.4468 0.4773

T6 0.4 0.8276 0.5393

Overall 0.5665 0.5665 0.5665

T1 = rising
T2 = low falling
T4 = high falling
T6 = mid level



Precision Recall F-score
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Q&A corpus (pitch + phon)

Speakers = KT5, MN2, SN2, SN3, SN5

Corpus = stimuli

Measures = pitch (x7), spectral tilt (x3)



corpus = stimuli
measures = pitch, spec. tilt

PCs = 4
k = 4

Precision Recall F-score

T1 0.5591 0.2549 0.3502

T2 0.6073 0.6988 0.6499

T4 0.3788 0.2513 0.3021

T6 0.3024 0.5580 0.3922

Overall 0.4253 0.4253 0.4253

Q&A corpus (pitch + phon)



corpus = stimuli
measures = pitch, spec. tilt

PCs = 4
k = 4

Precision Recall F-score

T1 0.5591 0.2549 0.3502

T2 0.6073 0.6988 0.6499

T4 0.3788 0.2513 0.3021

T6 0.3024 0.5580 0.3922

Overall 0.4253 0.4253 0.4253

Q&A corpus (pitch + phon)



Q&A corpus

Pitch + spectral tiltPitch only



Conclusions

• There’s a significant performance gap between citation tones 
and running speech
• Excellent results on wordlist corpus (citation tones)
• Poor results on stimuli corpus (tones in context)

• Generally verifies tonemes identified by linguist / native speakers
• Thus has potential to tag new lexical material when access to a native 

speaker is limited, or even to help correct mistakes in analysis

• Other observations
• Phonation possibly a cue in tone 2
• Consistent with historical analysis
• Combining pitch-only analysis and pitch+phonation analysis helped a 

case in which non-modal phonation acts as a phonetic cue



Future directions

• Identifying the limits of the method
• Is the in-context data salvageable?

• Testing other clustering algorithms

• Testing performance on additional syllable structures

• Implementing as a classifier
◦ Use wordlist data as a training corpus for new data
◦ Determine how much data is “enough” data to converge at the same 

approximate centers; then use k-means as a classifier step for further 
input

◦ (The question of how minimum sufficient dataset size is important in 
fieldwork, where time and access to native speakers can be limited 
resources)



Thank you!
Research supported by:
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Bonus slides



Synchronic variation
LSAT, 75MSAM, 38M



Additional speaker variation



Background
Pr

ot
o-

Ta
i c

on
so

na
nt

s

A B C D-short D-long

Voiceless w/ friction
A1 B1 C1 DS1 DL1

*pʰ, *tʰ, *kʰ, *s, *m̥, etc.

Voiceless unaspirated
A2 B2 C2 DS2 DL2

*p, *t, *k, etc.

Glottalized
A3 B3 C3 DS3 DL3

*ʔ, *ʔb, *ʔj, etc.

Voiced A4 B4 C4 DS4 DL4
*b, *m, *l, *z, etc.



Background

A B C DS DL

1 Rising

Level
Low

Level Level2
High 

Falling3

4 Low Low Low

Chindwin Khamti tone splits



Testing other k-values

k = 5k = 3


