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T h e  V a n i s h i n g  of t h e  W r o n s k i a n  and  the  P r o b l e m  of L i n e a r  

Dependence.*)  

By 

D. R. CURTmS of Evanston,  U. S. A. 

Although the identical vanishing of the Wronskian of n analytic 
functions of a single variable is a sufficient condition for their linear 
dependence, with non-analytic functions additional hypotheses are re- 
quired.**) P e a n o  was probably the first to call attention to this fact***), 
and to point out the importance of a further study of the subject. To 
the criteria for linear dependence given in Peano's papers B S c h e r  has 
since added others of a more general character, his results being sum- 
marized in an article published in the Transactions of the American Mathe- 
matical Society, vol. 2 (1901), p. 139.'~) The present paper will show 
that in all the cases considered by Peano and B6cher sufficient condi- 
tions can be given in terms of the rank of a functional matrix. 

We shall consider functions, real or complex, of a real variable x. 
The theorems which ~bllow are so stated as to apply to cases where 
the intervaI I, to which x is confined, is infinite, as well as to finite 

*) An announcement of some of the results of this paper, without proof, has 
appeared in the Bulletin of the American Mathematical Society, ser. 2, vol. 12 
(19o6), p. 482. 

**) The identical vanishing of the Wronskian is, however, a necessary condition 
for linear dependence if the functions have finite derivatives of the first ~ - -  1 orders. 

***) In Mathesis, vol. 9 (1889), p. 75 and p. 110. In the latter note the case of 
the two functions x ~ and x . lx  i is cited as an illustration. Further examp]es have 
been given by B6cher in the articles hereafter cited. Peano has another paper on 
the same subject in the Rendiconti della R. Accademia dot Lincei, ser. 5, vol. 6, 1 ~ sere. 
(1897), p. 413. 

T) See also Bulletin of the American Mathematical Society, ser. 2, vol. 7 (1900), 
p. 120, and Annals of Mathematics, ser. 2, vol. 2 (1901), p 98. The properties of 
Wronskians of functions of a real variable have been further investigated by bhe 
same writer in the Bulletin of the American Mathematical Society, set. 2, vol. 8 
(19ol) ,  p. 5~. 
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intervals; and I, if limited in either direction, may or may not include 
its endpoints. 

The symbol [P]  will be used to designate any infinite set of points 
in I having a given limit point p which is included in the set. If iv, 
though still a point of I, does not belong to the set, this will be indi- 
cated by the notation [P*].  A function will be said to vanish in a 
point set [/~] or [iv*] if it vanishes at each point of such a set. 

w  

The Vanishing of the Wronskian in l~oint sets and the Vanishing 
of Related Matrices. 

The functional matrices to be considered are of the form: 

u 1 u~ . . .  u n I i 

ul ul . - .  u~ I 
i 

!, 
I 

u~ 0 u(@ . . .  u(~) ~, 
2 n t 

where ul, % , . - . ,  u n are functions of x possessing finite derivatives of 
the first k orders ( k ~ n - -  1) at each point of /. Such a matrix will 
be designated by the symbol M~(ul, u~, �9 � 9  u,). The Wronskian 
W(ul ,  us, . . . ,  u,) is the n-rowed determinant whose matrix is 
M . _ ,  (u , ,  

We now proceed to investigate relations which exist between the 
vanishing of the Wronskian and of other determinants of the matrix 
M,(u~, u s , . . . ,  u,), beginning with the simplest case, n = 1. 

T h e o r e m  I.*) Let u (x) be a function of x which at every point 
of" I has finite derivatives of the first k orders; then i f  u vanishes in a 

t f t  �9 * �9 point set [P],  u,  u , , u(k) vanish, each in a set [P]. 
The vanishing of these successive derivatives in point sets [/)*] is 

a consequence of Eolle's Theorem; and by continuity 

= u ' ( p )  . . . . .  = o .  

Though this argument does not apply to u(k)(p), we have directly 

u(k) (p) -~ lira u(~ - ~) (x) = 0. 
x = p  X ~ 

The  o r e m  II. Let u~, u~, �9 �9  u, be functions of x which at every 
point of I have finite derivativex of the first n orders; then i f  

�9 ) Cf. BScher, 1. c., pp. 141, 142. 
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w (~,, ~ ,  . , ~ )  

vanishes i~ a point set [P]~ at least one of the Wronskians 

must vanish in a set [P*]. 
This theorem is a consequence of the relation 

�9 .. ,  ~ )  

(~) w [ w ( ~ / ,  ~ ; , .  . ., ~:_~),  w ( ~ ,  ~ ,  . . ., ~,)] 
�9 P 

= w ( ~ ,  ~ , . . . ,  ~._~) �9 w ( ~ / ,  ~ , . . . ,  ~.), 

which we establish with the aid of the formula of F r o b e n i u s * )  

(2) w(y~, y~, . . . ,  y,).  [w(y~, y~, . . . ,  u2]  . -~ -~  

W ( W m ,  m + l~ Wm,  m + 2~ 

(1 < ~ < = n -  1), 

J 

�9 . .~ Un)~ 

�9 " "7 Win, n)  

where 

~ , ~ + .  = w(y~, y , , . . . ,  y~, y~+~.) (~ -- 1, 2 , . . . ,  n - m ) .  

The expansions 
n 

w ( ~ ,  ~ , , . . . ,  ~.) = ~  ( -  ~) , -~,  W(u;, ~ ; , . . . ,  u;_~,,;+~, 
i = l  

n 

2 ;  ' w ' ( ~ ,  ~,, , ~ , )=  ( - l y - ~ , ,  ' ' " ' "  W ( U l , U ~ , - . . 1  U i _ l ,  U ~ + l ,  �9 �9 ", q~,) 
i = l  

enable us to write the left-hand member of (1) in the form 

- ~ .  , . .  , , . .  , , ( - ~ ) ~ - ~ , W [ W ( ~ / , - ~ ,  -,~,_~), w ( , , / , ~ ,  . ,~ ._~ ,~+~, . . . ,  ?kn)], 
i = 1  

If to each term of this sum we apply formula (2) with the substitutions 

~ = n - 2 ,  u , , = ~ / ( ~ < i ) ,  y ~ = u ; + ~  ( i ~ < n - 1 ) ,  
t ! 

Yn-1 = ui~ y~ ---- U~ 
we obtaiu ~he relation 

*) Cf. Crelle, vol. 77 (1874), p. 248. Although the memoir of Frobenius is 
concerned throughout with analytic functions, this formula is true for any functions 
having the requisite number of finite derivatives. It expresses an identity between 
po]ynomials in y~, y/, . . . ,  y!n-x) (i----l, 2 , . . . ,  n), and Frobenius' methods of proof 
apply, wilh suitable changes in notation, when these n" symbols are considered as 
independent variables. This point of view renders it  unnecessary to assume the 
continuity of y~n-1) ( i _  1, 2, . . . ,  n) when we return to the interpretation of y~) as 
the ~th derivative of Yi. 
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rt--1 

2' 
i = l  

�9 f , ! �9 �9 

W [ W ( U l ,  u 2, � 9  u n _ i ) ,  W(?~l, ~2, ", ~n)] 

f f ; .r u I 

( -  i)~-~u~ W(u. ~ ,  . . ., u~_~,  ~ §  . . . ,  ~ . _ ~ )  . w ( ~ i ,  , ~ ,  . . ., ~ ' ) ,  

from which formula (1) immediately follows. 
Wi th  the aid of (1) we obtain the formula 

d E W(~,  ~s,.., ", ~-~n) -1 = W(~l, ~s , . .  ",,~n_~) " W(ui,, ~ , ' "  ", ~'~) 
dx w ( ~ ,  ~ ,  ., ~ _ ~ ) ]  [W(u~, ~ , . . . ,  ~,~_~)]~ 

If W(u~, u~,. . . ,  u,) vanishes in a set [t)], either W(u~', us', . . . ,  u,:_ ~) 
vanishes in such a set, or else, as a consequence of Rolle's Theorem, at 
least one of the Wronskians in the numerator of the r ight-hand member 
of the above formula must vanish in a set [P*].*) Our theorem is thus 
established. 

If W(ui,  u 2 , . . . ,  u ,_l)  is the only one of the three Wronskians 
concerned in the conclusion of Theorem II which vanishes in a set tiP*I, 
we can apply the same theorem to this Wronskian. By repeating 
this process as often as necessary we obtain the result stated in the 
following theorem: 

T h e o r e m  III. Let u i, u~ , . . . , u, be functions of x which at every 
point of I have finite derivatives of the first n orders; then i f  W ( u l , u , , . . . , u , )  
vanishes in a point set [P] ,  at least one of the Wronskians 

w(~', u;,. . . ,  u~') (v -- l ,  ~ , . . . ,  n) 
vanishes in a set [/)*]. 

T h e o r e m  IV. Let ul, u~ , . . . ,  u~ be functions of x which at every 
looint of I have continuous derivatives of the first k orders (k ~ n); then i f  
W ( u l ,  u s , . . . ,  u~) vanishes in a set [/)], all the n-rowed determinants of 
the matrix Mk(ui, u ~ , . . . ,  u~) vanish at the ~oint x - ~  p. 

We first prove this theorem for the case n - ~  2, remarking that  
when n = 1 the above conclusion is a corollary of Theorem I. If, then, 
ul, u~ have continuous derivatives of the first k orders (k :> 2), and 
~heir Wronskian vanishes in a set [P],  we have, as a consequence of 
Theorem I, 

W'(u~(p), u~(p)) = o;  

! P f and by Theorem III  either W(u l ,  u~ ) or u 1 vanishes "in a set [P*J. 
f l  I t  P /  In the latter case u 1 also vanishes in a set [P*].  Since u l ,  u s are 

by hypothesis continuous, we have in either alternative 

~) We can, of course, replace [.P*J by [/)] in this s~atemen~ when u~ n), u(n),...,u(: ) 
are continuous. 
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W(u~'  (p),  u~' (p)) = o .  

We have thus shown that all the two-rowed determinants of M~(ul, u~) 
vanish at p; we complete our proof for n ~ 2, k ~ 2 by the method of 
mathematical induction, assuming the t ruth of our theorem when 
k----k l -  1 and deducing as a consequence its validity when k-~ k i. 

Under this assumption every two-rowed determinant of the matrix 
Ma_l(ul,  u~) vanishes at p. By Theorem III ,  ul" , u~" being continuous, 

f f f t either u~ or W(ul,  u~ ) vanishes in a set [P] .  But if u~ vanishes in a 
set [P]  we have, by Theorem I, 

Pf 

~' (p)  = ~ (p) . . . . .  u,(~,)(p) = 0, 

while if the other alternative presents itself our assumption that the 
theorem is true when k=k  l -  1 applies directly to the matrix Mk,_~ (ul' , %'). 
Hence in either case all the two-rowed determinants of ~his matrix 
vanish at p. It remains to show that the determinant uau~(k,)- u~u~(k,l 
vanishes at p. By Theorem I, W(k~-~)(ul, u~)-----0 at p ;  but this 
expression can be written as a sum whose first term is the determinant 
to be investigated and whose remaining terms are a linear combination of de- 
terminants of the matrix Mk~_ ~ (ul, %).*) Since all such determinants vanish 
at I), ulu~ (k') -- u~% (k') must also vanish at that  point. We have thus shown 
that every two-rowed determinant of Mk~(ul, u~) vanishes at ~o. Our 
theorem has been proved for k 1 = 2, hence it is true for all values of k i 
up to and including k. 

We will now establish our theorem for n ---- r (k_~ r > 2), assuming 
its truth ibr n = r -  1. For this purpose we make use of formula (2), 
with the substitutions 

n----r,  r e = l ,  y~.----u~. (x-----1, 2, .  . .,r). 

We thus obtain the relation 

W ( u l ,  " "  ur) = W ( w ~ ,  w ~ , .  . ., w l r ) ,  (3) u~ r -  u~, , 

where 

wl,  = W(ui ,  u,) ( i =  2 ,3 , . . . , r ) .  

From formula (3) it follows that  if W(ul, u~, . . . ,  u,.) vanishes in a set 
[P], W(wl~, wls , . . . ,  wit ) must also vanish in every point of that set. 
Since wl~,wis, . . . ,  wl,. are functions satisfying all the conditions of our 
theorem, which has been assumed to be valid for n = r -  1, every 
( ~ -  i)-rowed determiner of the marl"ix ~k-~ (w~ ,  ~ , , ' "  , ~ )  mus~ 
vanish at/v. A typical determinant of this matrix is 

*) Cf. formula (4), p. 287. 



Vanishing of Wronskian and Linear Dependence. 287 

~k I k 2 " "  " k r - 1  

(k i - i) (~i - i) ~ (kl -- 1) 

W12 W13 . . . .  ~1 r 

(L~ -- 1) . (k 2 -- I) (k 2 -- I) 

W12 "~13 " " " Wl r  *) 

�9 . . . �9 

w(~-~ ~- ~) w(~-~-l~ 1) . . .  w~*r_ ~- 1) 
(0<k~  <k~ < . - .  <k~_~=<k). 

We now proceed to express this determinant as a sum in each of whose 
terms there appears a determinant of the matrix Mk(ul, u~, . . . ,  u,.). 

If we use the symbol l ul(~)u~(')[ to designate the determinan~ 
u~O,)u~('~) --ul(~) u~(~'), we can express w~0 in the form 

R 

(~) ~i~ ) = ~ 1 ~ ,  I =  ~l~(~)~,(~-~§ 
0=0 

l i~--"  m- -1  t -E if m is odd, 
7 

m if m is even/  2 

where the numbers u~e are positive integers which do not depend on i, 
and k~o = 1. 

The formula 

when applied to (4) gives 

m 

(5) w(i,~) _ _ ~  Km r u?) 
0=0 

where the coefficients K,n e are numbers whose values in terms of the 
integers ume can be easily obtained. When each element of Qh b "'" k~-i 
has been replaced by its expression given by formula (5), the resul# 
can be expressed as a sum according to a well-known theorem on deter- 
minants whose elements are sums. We thus give to ~kl~2...kr_ ~ 

the form 

k i --I k 2 -- 1 

Ql---O (~2=0 

k r _  i--i 

" " "  ~ CQl '2""0r  - 1  

Cr- i =0 
u~ -i Vki-~l, k2- -~2 , " ' , k r - - l - -~ r - -1  ~ 

*) Throughout the present paper an upper index 0 is given a meaning by the 
convention, y(O) ~___ y. 
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where 

V'~l- -~) i ,  k2-- ~2 , . �9 .~ k r _  l - ~ r _  1 ~-~ 

I~I ~ i~ -  ~ )  

l 

t �9 ,(~-q~) 

. ( 4 -  e~) 
b/'l '~3 

Q i Q 

�9 �9 ~ 

@ @ O 

(4 - Q~) 
~i ~r 

and Cr is a positive or negative integer (Coo...o = 1) 
can transforr~ this expression by means of the formula*) 

r - - 2  U o v l . . .  W v l v 2 "  " V r - 1  ~ q~l V r - 1  

where the meaning of the latter symbol is given by the identity 

W e  

~'0 r l  "" r ,  - 1 --~ 

 i,o) . . .  

u(~',) . . .  U(r'~) 

�9 �9 �9 �9 

�9 �9 �9 �9 

We thus obtain the desired expansion of Qhk2...4_~ in terms of deter- 
minant;s of the matrix M~(ul, % , . . . ,  u~): 

k l - - 1  ha--1  

~oz= 0 ~h= 0 
" " " Z Ce~r u i 

Or-1  = 0 

X U0, h -~ l ,  '",&--1-e,--i" 

To facilitate the discussion at this point we introduce the idea of 
~recedence among the r-rowed determinants of the matrix Mk(ul,u~,...,u~) 
by means of the following definition: The determinant ~T~o~l.../,~_ I 
precedes the determinant U, ou...,r_ 1 i f  

I t  can now be easily shown that every determinant of Mk(ul,u~,...,u~) 
whose first row is the first row of that  matrix vanishes at p. This is, 
of course, an obvious result in case ul, u s , . - - ,  u~ all vanish at/~. If, 
however~ one of these functions is different from zero at p~ we ~ake il 
as u I since this is only a matter of notation�9 Formula (6) is then valid 
for x - - p ,  a substitution which reduces the left-hand member of (6) to 

*) Cf. E. Pasca l ,  Die Detezminanten (~ransla~ion by Leitzmann), p. 39. 
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zero. On the r ight-hand side the first term is u~ -~ Uo h ... k._l, while 
in each of the other terms there appears as a factor a determinant that 
precedes Uoh ... ~.-1" This last determinant must therefore vanish at p 
if all the determinants which precede it vanish at p. But by hypothesis 
the Wronskian W(ul ,  u~ , . . . ,  u.) is zero at p,  and this is, according to 
our rule for precedence, the first determinant of the matrix. Since we 
can give such values to kl, k ~ , . . . ,  k,_ 1 as to obtain successively, in 
order of precedence, all the remaining determinants Uo , ~ ' " - . - i ,  it follows 
that every such determinant vanishes at p. 

We have still to consider the r-rowed determinants of M~(ul, u~,..., u~) 
which belong to the matrix M k_ 1 (ul', u~' , . . . ,  u,'). According to Theorem II  
one of the Wronskians 

f f �9 �9 �9 ? f �9 �9 w ( ~ ,  u~, . . . ,  u~_~), W ( u l ,  u~, . , ~._ , ) ,  w ( ~ ,  u~, ., ~;) 

must vanish in a set [2" ] ,  and therefore, by continuity, in a set [P]. 
But if either of the first two Wronskians vanishes in a set [P] ,  the 
assumption that our theorem is true for n ~ - r  ~ 1 necessitates the 
vanishing at p of all (r ~ 1)-rowed determinants of 

p ! ! _n/~_~(u~, u ~ , . . . ,  u,_~), 

and therefore of all r-rowed determinants of 

~/~_~(~, ~ , , .  ., u/) .  
If, on the other hand, 

W ( ~ ,  u~, �9 ., u/ )  

vanishes in a set [P], we can show by the method of the preceding 
paragraph that every determinant of 

f ? �9 ~/,_~ (u~, ~ ,  . . . ,  ~ )  

whose first row is the first row of that matr ix ,  vanishes a~ p. To 
complete our proof for n ~ r on the assumption that our theorem is 
true for n = r -  1, we have only to continue the process now sufficiently 
indicated. Since the theorem has already been established for n-----2, 
its validity follows for all values of n. 

In Theorem IV we have required the continuity of u~ ), u~ k) �9 u (k) , ' " ,  ~ ~ 

this being essential to the proof given.*) In the following theorem no 
such assumption is made: 

Theorem V. Let u~, u~, �9 �9 u~ be functions of x which at every 
point of I have finite derivatives of the first k orders (k ~_ n); then i f  
W (ux, %,  . . . ,  u,) and its first k --  n ~- 1 derivatives vanish simultaneously 

*) The writer has not been ~,ble to determine whether this restriction is 
essential to the ~heorem itself. 

Mathematische Annalen.  LXV. 19 
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in a 19oint set [B], all the n-rowed determinants of the matrix M~ (ul, u~,.. ., u,,) 
vanish simultaneously either at p or in a set ~t)*]. 

The former alternative of the above conclusion presents itself when 
each of the Wronskians 

W~ ~ W ( u l ,  u~, . . . ,  u~_l, u~+l, " ", u,~) 

(i = 1, 2 , . . . ,  n) 

vanishes in a set [t)], for by Theorem IV every ( n -  1)-rowed determinant 
of the matrix M~_l(ul ,  % , . . . ,  u,) then vanishes at p, and therefore every 
n-rowed determinant of Mk(u 1 , u~, �9 �9 u,,) is zero at that point. If, however, 
one of the W~conskians Wi, which as a matter of notation we take as W,~, 
vanishes in no set [B], there must exist a particular set [IP*]l , at each 
point of which W ( u l ,  %, . . . ,  u,) and its first k -  n + 1 derivatives 
vanish simultaneously, while W~=~ 0.*) Let us now assume that every 
n-rowed determinant of M~_I (u~, u~, . . ., u,,) (k ~ r > n + 1) vanishes in 
the set [P*]~. Since W(u~, u2, . . . ,  u,) is zero at each point of this set 
we shall have completed the proof of our theorem i~ we show, as a 
consequence of the hypothesis just made, that every n-rowed determinant 
of .M~(ul, u : , . . . ,  un) vanishes in [/)*]l. This, however, follows at once, 
since W.=~ 0 in [B*]I, provided the equations 

+ . . .  + w = o 

(~ = 0, 1, 2 , . . . ,  r), 
hold simultaneously at each point of [/~*]i. The first n - - 1  of these 
equations are identities; the left-hand members of the next r -  n~-1  are 
determinants of the matrix M~_l(ul,  u ~ , . . . ,  u,) which by hypothesis 
vanish in [/)*]l. As for the last equation, its left-hand member is a 
term of the sum of n-rowed determinants representing the value of 
W (r- ~+~)(ul, u~, �9 �9 %) and therefore vanishing in [~P*]~. Since the 
other terms of this sum are constant multiples of determinants of the 
matrix ~ _ ~ ( ~ , ,  u~ , . . . ,  u~), the last equation of (7) must also be satis- 
fied at each point of [/~*]l. Our theorem is thus established. 

w  

Applicat ion to the  Theory of Linear  Dependence.  

We shall now give a new sufficient condition for linear dependence 
deduced from the results of w 1 with the aid of the following theorem, 
due to B6cher**):  

*) Note thai this statement is so worded as to include the possibility that all 
the Wronskians Wi vanish ~t p. 

**) This theorem, as well as Theorem B in w 4, is taken directly from the 
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T h e o r e m  A. Let u ~ , u ~ , . . . , u ,  be functions of x which at every 
point of I have finite derivatives of the first k orders (1r ~ n -  1) while 
W ( u  I, ug., �9 �9 u~_ l) and its first k - -  n + 2 derivatives do not all vanish 
at any one point of I;  then i f  W(u l ,  u ~ , . . . ,  u,) is identically zero 
u 1, u s, �9 �9 u,  are linearly dependent, and in particular: 

u .  =-- c 1 u~ + c 2 u~ + �9 �9 �9 + c~_ ~ u, ,_  i. 

On account of the importance of this preliminary theorem we give 
a brief demonstration, which differs in some details from BSeher's. 

In any finite and perfect subinterval I' of I, W. can vanish in only 
a finite number of points, by Theorem I; let these points, arranged in 
order from left to right of I', be x0, x l , . . . , x ~ .  From formula (2) 
we have 

w / w , -  w , ' w , _ = o  ( i = l ,  2, ..., n -  i), 
so that in the interval between x~_ 1 and x~ 

and therefore 

Wi__0, 

m,-(-1).-,+lc .w. i,~ 

With this substitution in the identity 

ul w 1 -  u,~ w~ + . . .  + ( -1) . - lu .  w. - o  
we have 
(8) u .  =-cl~ul + c~ju~ + . . .  + e._l,u,,_l 

from x~_ 1 to x~, these poinLs included since the functions u are contin- 
uous. But c~ = ei, j+l ,  for we can successively differentiate (8) and the 
corresponding identity where the index j is replaced by j + 1, substi- 
tute x~ for x in the resulting system of equations, and by subtraction 
obtain the set 

+ + .  

+ = o 

(v = 0, 1, 2 , . . . ,  k). 

paper already cited (Transactions of the American Mathematical Society, vol. 2 (1901), 
p. 139, Theorems IV and VI). Relations between other theorems of the same paper 
and those of the remaining sections of the present article are as follows: The 
exceptions made in B6cher's Lemma II (p. 147) are removed in my Theorem VII, so 
that in his Theorem VIII the assumption that the nth  derivatives of the ~'s are 
continuous is superfluous; some properties established in his discussion of Peano's 
theorems are generalized by my Theorem VIII; and Theorem XII of the present paper 
may be compared with his Theorem VII. When ul k), u~k),..., ~ )  are continuous, 
Theorem XI is equivalent to Theorem X of his article in the Bulletin of the American 
Mathematical Society (ser. 2, vol. 8 (1901), p. 59). 

19" 
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If c~r we re  not  equal to ci,~+l for i = 1, 2, . . . ,  n --  1, every (n--1)-rowed 
determinant  of Mk(ul,  u~, . . . ,  %-1) would vanish at xj. Since the suc- 
cessive derivatives of W, up to and inc lud ing  the ( k - - n  + 2) tl~ can be 
expressed as linear combinations of such determinants, we thus arrive at 
a cont radic t ion  of our hypothesis that W,~ and its first k -  n + 2 deriv- 
atives do n o t  all vanish at any one po in t  of I. Hence the coefficients 
in (8) do no t  depend on the index j ,  a n d  our theorem is proved for 
every f ini te  and perfect subinterval I' of I. I t  is therefore true for I itself. 

This  theorem being established, we n o w  give a new sufficient con- 
dition for  l inear  dependence. 

T h e o r e m  VI. Let u 1, u s, . . . ,  u ,  be functions of x which at every 
~oint o f  I have finite derivatives of the f i rs t  k orders (k ~ n -  1) while 
the ( n - -  1 ) - rowed  determinants of M k(ul, u~, �9 . . ,  u~_ 1) do not all vanish 
at any looint  of  I; then if  W (u 1, u~, . �9 u,,) is identically zero, u 1, u~, .. , u, 
are l inear ly  dependent, and in particular: 

% =- c~ ul + c~ u~ + . . .  + c ._  i % -  ~. 

As before~ we prove this theorem for any finite and perfect subinter- 
val I' of  I, since its truth for I then follows. 

W e  firslb observe that there can be only a finite number of points 
in I" a t  wh ich  W(ul ,  u~, . . . , u ~ _ l )  and its first k - - n  + 2  derivatives 
vanish simultaneously; otherwise, by Theorem V, all the (n- -1) - rowed 
de te rminants  of Mk(ul, u~,. . .~ u ,_l)  would  vanish in at least one point 
of I. B y  Theorem A there exists, t h roughou t  each of the ~n intervals 
into w h i c h  I" is divided by points xj where W----  W: . . . . .  W (k-"+~)=. O, 
an iden t i t y  

U n ~ -  C l jU  1 + C~jU~ + �9 �9 �9 .3f- C ( n _ l ) j ,  U n _ l "  

By cont inu i ty ,  this identity holds also a~ the  points xj_~, xr As in the 
proof of  Theorem A, we can show that a n  inequality c,~ + cu+ 1 for any 
of the va lues  which i and j may assumo would necessitate the vanishing 
at x~ of  al l  the (n --1)  - rowed determinants of M,(u~, u ~ , . . . ,  u~_~), con- 
trary t~o o u r  hypothesis. Hence the coefficients c~ do not depend on the 
index j ,  a n d  our theorem is proved. 

I~ is obvious that n functions which satisfy the conditions of Theo- 
rein A m u s t  also satisfy the conditions o f  Theorem VI. An illustration 
will s h o w  tha t  the latter theorem applies to cases where the hypotheses 
of T h e o r e m  A are not verified. 
defined as  follows: 

ul = - -  ( x~ + xs + x + 1), 

{ x ~ +  x + 1 (x>O),  

u s =  x ' +  x ~ + x + l  (x=<O), 

We consider four functions %, u~, ua, % 

u ~ x +  1, 

{ x ~ + x ~ -  x ~ -  x - -  1 

x 8 x ~ x -  1 

(x > 0), 

(x < o). 
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In any interval I which includes both positive and negative values of x 
the Wronskian of u~, u,,  us, u~ vanishes identically while the three-rowed 
debrminanb of Ms(s~, us, u~) do not vanish simultaneously at any point. 
There is, however, no Wronskian  of three functions u which does not 
vanish together with its first derivative at x = 0. Since u s and ut have 
no fourth derivatives at x ~ O, this is a case where Theorem A fails, 
while ~he conditions of Theorem VI are met. We have, in fact, the 
linear relation 

w  

The Identical Yanishing of  the Wronskian and the Rank of the 
Matrix M k ( u l ,  u ~ , .  . ., u , ) .  

T h e o r e m  VII. Let ul, u~, . . . ,  u~ be functions of x which at every 
Toint of I have finite derivatives of the first k orders (k~_n); then i f  
W(ul, u2 , . . . ,  u,) vanishes identically throughout I the matrix 

is of rank less than n at each point of I, i.e. all the n-rowed determinants 
of this matrix vanish identically throughout I. 

If u~ ), "(~) �9 u (~) u s , . .  , ~ are continuous throughout I ~his theorem is a 
direct consequence of Theorem IV. In case any of ~hese derivatives are 
discontinuous it can still be shown tha~ every n-rowed debrminan~ of 
M~(ul, u 2 , " ' , % )  vanishes at any point p of I. For if each of the 
Wronskians W1, W ~ , . . . ,  W,~ vanishes in a set [B], then by Theorem IV 
every (n-- i)-rowed determi.an  of re.st vanish 
and consequently every n-rowed determinant of M~(ul, u~ , . . . ,  u,) vanishes 
at that point. If, on the other  hand, W~ does not vanish in any set [P], 
there is a point q of I such tha t  W, does not vanish between p and q. 
By Theorem A we have, between p and q, an identi~y 

u,~ ~ c~u~ + %u~ + .  �9 �9 + c,_~%_~, 

which holds by continuity atG p. If we differentiate this relation k times 
and make the substitution x - ~  p,  we obtain a set of equations which can 
exist only when the rank of Mk(ul(p) , u~(p) , . . . ,  u~(p)) is less than n. 
Our theorem is thus verified in all cases. 

If at each point of I at least one m-rowed determinant of 

is different from zero while every ( m + l ) - r o w e d  determinant of this 
matrix vanishes identically throughout  I, we shall say that the matrix is 
of constant rank m in I. 
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An important property of matrices of constant rank is given in the 

following theorem: 
Theorem VIII. Let u i, us, ..., u~ be functions of x which at every 

point of I have continuous derivatives of the first k orders ( k ~ n - -  1); then 
i f  Mk(ui, u~, . . . ,  %) is of constant rank m < n in I, at least one matrix 
formed by suppressing n - - m  columns of Mk(ul, u~ , . . . ,  u,) is of constant 
rank m in I. 

As a consequence of the hypothesis that  M~(ul, u~,. . . ,  u,) is of 
constant rank m it follows that there must exist at least one set of m 
functions u whose Wronskian is not identically zero throughout I; other- 
wise, by Theorem VII, every m-rowed determinant of Jl/~(ul, u2 , . . . ,  %) 
would vanish identically. Accordingly we so choose our notation thai 
W(ul, u~,. . . ,  ~ )  is different from zero at some point/~ of I. We shall 
now prove that M~(ul, u~,...,urn) is of constant rank m in I. 

Since m ~ k ,  W(ul, u~, . . . ,  u~) is a continuous function of x; there 
is therefore a neighborhood of p throughout which this Wronskian does 
not vanish and where, consequently, Mk(ul, u~, . . . ,  u~) is of constant 
rank m. If this matrix were not of constant rank in the whole interval I 
there would exist a finite and perfect subinterval I '  throughout which 
M~(ui, u2,. . . ,  u~) is of constant rank m, but at one of whose end-points, 
q, all the m-rowed determinants of the matrix vanish.*) By Theorem VI 
there ~xisl throughout I' identities of the form 

(9) u~+~=cl~u~ + c~u~ + . . .  + c~u~ 

(i = 1, 2 , . . . ,  n - -  m). 
By forming the successive derivatives at the point q of these iden~i~ies 
we obtain the equations 

u + ~(q) = c l~ �9 �9 c u (')(q) 

(~= 1, 2,...,n--m). 
= 0 ,  1, -, k 

We can therefore express every m-rowed determinant of 

M~(u~(q), u~(q), . . . ,  u,(q)) 
as the product of some determinant of the matrix 

Mk(u~(q) , u~(q), . . . ,  u~(q)) 

and a polynomial in the coefficients c. Hence if every m-rowed deter- 
minant of the latter matrix vanishes, the same is true of every m-rowed 
determinant of the former. We are thus led to a contradiction of our 

*) The argumen~ here depends upon ~ e  hypothesis tha~ u~ k), u(:), . . . ,  u~ ) are 
continuous. 
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hypothesis that Mk(%, up , . . . ,  u,) is of constant rank m in I, and the 
truth of our theorem is established. 

In case any of the functions A(k) ~) "' U (~) are discontinuous 
"bbl ' ~ ' " ,~ m 

the above argument does not, in general, apply. We may note, however, 
that the set of points in I in which Mk(ul, u~ , . . . ,  urn) is of rank less 
than m can include no point isolated from either side in that set; i .e .  
a point of that set can be at neither extremity of a subinterval of I in 
which Mk(ul, u~, �9 �9 urn) is of constant rank m. 

T h e o r e m  IX. Let u 1, u~, . . . ,  u n be functions of x which at every 
point of I have finite derivatives of the first k orders ( k > n - - 1 )  while 
W(ul,  u~ , . . . ,  un) ---- 0; then if no function (other than zero) of the form 

(10) glu~ + g~u~ + . . .  + g,u, 
(the g's being constants) vanishes together with its first k derivatives at any 
point of I, both Mk(ul, u ~ , . . . ,  tt,) and at least one matrix formed by 
suppressing n -  m of its columns are of" constant rank m < n in I. Con- 
versely, i f  Mk(ul, u~ , . . . ,  %) and a matrix formed by suppressing n - - m  
of its columns are of constant rank m < n in I, no function (other than zero) 
of form (10) vanishes together with its first k derivatives at any point of I. 

Before proceeding with the proof of this theorem let us note that if 

the functions u~ ), u~ ~), . . . ,  u (k)~ are continuous, then as a consequence of 

Theorem VIII it is superfluous in both parts of the above theorem to 
state or require that a matrix formed by suppressing n -  m columns of 
Mk(ul, u ~ , . . . ,  u,) must be of constant rank m < n in I. 

To establish the first part of the above theorem we must show that 
if u~, u~ , - . . ,  u,  satisfy the given conditions the matrix M~(u~,u~, ...,u,,) 
cannot be of different rank at different points of I. If if is of rank m 
at a point p there must, from the definition of the term rank, be a matrix 
composed of m of its columns (we take this matrix as M~(ul, u~,.. . ,  urn) ) 
which is of rank m at p. Accordingly there exist relations*): 

( I  I )  u (') " (') -4- c~ u (') u (') m + i  ~ e l i "b~ l i 2 ~ -  " " " "21- e m  i m 

), 
---- 1 ,  2~ .~ n -  m 

which are valid at p. But by hypothesis such relations if true at one 
point, must be identities throughout I. All ( m +  1)-rowed determinants 
of Mk(ul, u~, �9 �9 u~) must therefore vanish identically, so that this matrix 
is nowhere of higher rank than m. The same argument shows that the 
rank of the matrix M k(ul, u~, . . . ,  urn), and therefore the rank of 

*) Of. E. Pascal, Die De~erminanten (franslat~ion by Leifzmann), pp. 193, 194. 
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Mk(ul, % , . . . ,  %), is nowhere less than m, for if this were not true 
there would be a set of relations similar to (11), but involving only the 
functions ul, u~ , - . . ,  u~ and their successive derivatives, which would by 
hypothesis be identities throughout I. The existence of such identi~ies 
would contradict our assumption that Mk(ul, u~,-. . ,  u~) is of rank m at p. 

0n the other hand, if Mk(u~, u ~ , . . . ,  u~) and M~(u~, u ~ , . . . ,  u , j  are 
both of constant rank m ~ n, it follows from Theorem VI that there 
exist n -  m identities of form (9) valid throughout I. Let us now con- 
sider any function of form (10) which vanishes together with its first k 
derivatives at any point p of I. This function would be reduced by the 
substitution of the identities (9) to ~he form 

h~u~ + h~u~ + �9 �9 �9 + h~u,~. 

Since this expression vanishes together with its first k derivatives at p, 
where Mk(ul,  u 2 , . . . ,  u , j  is of rank m, it follows that 

h i = h~ . . . . .  h~---- 0, 

so that the function considered vanishes identically. 

w  

New Form of Theorem VI and an equivalent Theorem. 
Applications to Linear Differential Equations. 

BScher has given in the following theorem*) a test for linear de- 
pendence which we shall presently show to be equivalent to that con- 
tained in Theorem VI: 

T h e o r e m  B. Let u i, u~, . . . ,  u, be functions of x which at every 
~oint of I have finite derivatives of the first k orders (k ~ n - - 1 )  while no 
function (other than zero) of the form 

gl ul + g~ u~ + �9 �9 + g~u~ 

(the g's being constants) vanishes together with its first k derivatives at any 
point of l; then i f  W(ui ,  u~ , . . . ,  u , )~--0 the functions u are linearly de- 
2endent. 

We now compare this result with the somewhat generalized form of 
Theorem VI contained ia the following theorem: 

Theo rem X. Let ul, u ~ , . . . ,  u,  be functions of x which at every 
point of I have finite derivatives of the first k orders ( k ~ n - - 1 ) ;  then i f  
both .M,(ul, u~, �9 �9 u,) and at least one matrix formed by suppressing n -  m 
of its columns are of constant rank m ~ n  in I**), ul, u ~ , . . . ,  u,~ are 

*) See foobnote **), pp. 290 and 291. 
**) If u (k), u(~),. . . ,  u~ ) are continuous it is evident, from Theorem VIII, that  we 

need here only require that Mk(ul, u 2 , . . . ,  u•) be of constant rank m ~ n .  
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linearly dependent and the number of independent linear relations between 
these functions is n -  m. 

u,,) and %,. . . ,  u,,, ( i=  
are of rank m the existence of n -  m independent relations of form (9) 
follows from Theorem VI. If there were an additional linear relation 
independent of the preceding we could substitute in the new relation the 
values of %~,+1, u~+~ , - - - ,  % given by identities (9) and thus obtain an 
identity 

h lu  l-~- h~u~ + �9 �9 . + h,n% ~ 0 

in which the coefficients do not all vanish. But the existence of such 
an identity together with its first k derivatives would contradict ~he 
assumption that M k(ul, us, �9 �9 urn) is of rank m. 

The equivalence of Theorem X and B (except ibr the specification 
of X as to the number of independent relations between the u's) is an 
immediate corollary of Theorem IX. We have shown that Theorem VI, 
and therefore Theorem X, is of wider application than Theorem A; hence 
of the two theorems A and B the latter is the more general and includes 
all cases which come under the former. 

We can replace the requirement in Theorem B that the Wronskian 
vanish identically by any assumption which will make the rank of 
Mk(ul, u ~ , . . . ,  %) less than n at some point of I, since there will then 
be a function of form (9) which will vanish together with its first k 
derivatives at that point. Theorems IV and V furnish sufficient conditions 
for the vanishing at a point of I of all n-rowed determinants of 

~k(~l, u~,. -., ~,) 

and enable us to give to Theorem B the following form: 
The  ore m XI. Let ul, u 2, �9 �9 % be functions of x which at every 

point of I have finite derivatives of the first k orders (k ~ n -  1) while no 
function (other than zero) of the form 

gl ul + g~ u~ + �9 �9 �9 + g,u~ 

(the g's being constants) vanishes together with its first k derivatives at any 
point of I; then i f  W(u  1, u.~, . . . ,  un) vanishes together with its first k - - n  + 1 
derivatives in a set [P] it vanishes'identically throughout I and the functions u 

are linearly det)endent. I f  u~k), "(k) ..  u(k) ,% , .  , ~ are continuous the last con- 

dition may be simplified by requiring only that the Wronskian vanish in 

a set [P]. 
An immediate application of these results is given in the following 

theorems on linear differential equations. 
T h e o r e m  XII. Let p~, P.2,'" ", P~ be functions of x which at every 
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2oint "of I are continuous, and let Yl, Y~, "" ", Ym (m ~ n) be fu~wtions of x 
which at every point of I satisfy the differential equation 

y(~) + p~ y(n- 1) + . . .  + p~ y = 0; 

then i f  W ( y l ,  Y2, '"  ", Ym) vanishes in a set [B] it vanishes identically 
throughout I and the functions Yl, Y~, "" ", Y~ are linearly dependent. 

This theorem is a direct consequence of Theorem XI, since no so- 
iution other than  zero of such a differential equation can vanish together 
with its first n -  1 derivatives at a point of I. 

T h e o r e m  XIII. Let Pi,  P~, "" ", Pn be functions of x which at every 
point of I have continuous derivatives of the first k -  n orders (k ~_ n)*), 
and let Yl, Y2, "" ", Y~ ( r ~ k  ~- 1) be fu~wtions of x which at every point 
of I satisfy the differential equation 

Y(~) ~- 2~ Y(~- ~) -~ " " �9 -~ P,  Y = 0; 
then the matr ix  Mk(yl ,  y ~ , . . . ,  y~) is of consta, t rank in I. 

From our hypothesis as to the coefficients of the differential equation 
it follows tha t  Yl, Y2~'" ", Y~ have continuous derivatives of the first k 
orders. Hence if the Wronskian of these funci.ions vanishes identically 
(as is always the case when r ~ n ~- 1) the above theorem follows from 
Theorem IX. On the other hand, if W(y l ,  Y2, '"  ", Y~) does not vanish 
identically (in which case r ~ n) the matrix Mk(y~, Y2,'" ", Y~) is of rank r 
at every point  of I; otherwise there would exist a set of equations 

�9 - (') - - 0 ( v  = 0 , 1 ,  . . ,  l 0  

satisfied at some point of I, and therefore valid throughout  I. This is 
impossible when W(yl ,  y~, '"  ", y~) does not vanish identically. 

*) If k-----n this means ~hat ~he functions p~, p~., . . . ,  ~n are continuous. 


