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The Vanishing of the Wronskian and the Problem of Linear
Dependence.*)

By
D. R. Curriss of Evanston, U. S. A,

Although the identical vanishing of the Wronskian of » analytic
functions of a single variable is a sufficient condition for their linear
dependence, with non-analytic functions additional hypotheses are re-
quired.*¥) Peano was probably the first to call attention to this fact®*¥),
and to point out the importance of a further study of the subject. To
the criteria for linear dependence given in Peano’s papers Bécher has
since added others of a more general character, his results being sum-
marized in an article published in the Transactions of the American Mathe-
matical Society, vol. 2 (1901), p. 139.4) The present paper will show
that in all the cases considered by Peano and Bdcher sufficient condi-
tions can be given in terms of the rank of a functional matrix.

We shall consider functions, real or complex, of a real variable z.
The theorems which follow are so stated as to apply to cases where
the interval I, to which z is confined, is infinite, as well as to finite

*) An announcement of some of the results of this paper, without proof, has
appeared in the Bulletin of the American Mathematical Society, ser. 2, vol. 12
(1906), p. 482.

*#) The identical vanishing of the Wronskian is, however, a necessary condition
for linear dependence if the functions have finite derivatives of the first » — 1 orders.

*#) In Mathesis, vol. 9 (1889), p. 75 and p. 110. In the latter note the case of
the two functions x* and x.|x| is cited as an illustration. Further examples have
been given by Bocher in the articles hereafter cited. Peano has another paper on
the same subject in the Rendiconti della R. Accademia dei Lincei, ser. 5, vol. 6, 1° sem.
(1897), p. 413.

1) See also Bulletin of the American Mathematical Society, ser. 2, vol. 7 (1900),
p- 120, and Annals of Mathematics, ser. 2, vol. 2 (1901), p 93. The properties of
Wronskians of functions of a real variable have been further investigated by the
same writer in the Bulletin of the American Mathematical Society, ser. 2, vel. 8
(1901), p. 53.
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intervals; and I, if limited in either direction, may or may not include
its endpoints.

The symbol [P] will be used to designate any infinite set of points
in I having a given limit point p which is included in the set. If p,
though still a point of I, does not belong to the set, this will be indi-
cated by the notation [P*]. A function will be said to vanish in a
point set [ P] or [P¥] if it vanishes at each point of such a set.

§ 1.

The Vanishing of the Wronskian in Point sets and the Vanishing
of Related Matrices.

The functional matrices to be considered are of the form:

by ug - ou, |
i

LUl U W

] }

. . Q 5

- . . . I

*x &) *) |

ul ’&(/2 uu |

where wu,, 4y, - - -, w, are functions of z possessing finite derivatives of
the first £ orders (k>mn — 1) at each point of I. Such a matrix will
be designated by the symbol M, (u,, uy, - - -, %,). The Wronskian
W(uy, g, -+ -, w,) 1s the n-rowed determinant whose matrix is
Mn-—l (ulJ Ug * o u’n)’

We now proceed to investigate relations which exist between the
vanishing of the Wronskian and of other determinants of the matrix
M, (u,, us, - - -, u,), beginning with the simplest case, » = 1.

Theorem L*¥) Let u(x) be a function of x which at every point
of 1 has finite derivatives of the first k orders; then if u vanishes in a
point set [P, w',u”, -+, u® vanish, each in @ set [ P).

The vanishing of these successive derivatives in point sets [P*] is
a consequence of Rolle’s Theorem; and by continuity

w(p) =uw'(p) = - =ut=9(p)=0.
Though this argument does not apply to «®(p), we have directly
)

u®(p) = lim prae
z=p

Theorem II. Let wu,, uy, - -+, u, be functions of & which at every
point of I have finite derivatives of the first n orders; then if

*) Cf. Bocher, L. c., pp. 141, 142,
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W(ul) Uyy -y u’n)

vantshes in o pont set [P], at least one of the Wronskians
Wty thgy = vy th,_y)y W'y sy oy un_v), W(u',uy, -, u,)
must vamish i a set | P*].
This theorem is a consequence of the relation
(1) WIW 'y uyy - oy wiox), Wng, g, - - -5 )]
= W(’“’l; Ugy =+ ) un—i) ’ W(u1,7 Ugy * Un),

which we establish with the aid of the formula of Frobenius¥)

(2) W(yu Yay * * s yn) ' [W(?/u Yoy *» ym)]n—-m_l
= W(wm,m+17 wm,m+2, T wm,n)

1Sm<n-—1),
where

Wnym +2 = W(yn Yar* * s Yo ym+x) (% = 1) 27 Y n—m>
The expansions

n
W(ul’ L LR u”) =2 ("—l)i—lui W(“L “,27 ) “2'—1)“:417 Tt “797

i=1
n

W'(ui’ Ugy * o, un)=2 (__1);‘-—1%‘ Wl(uiyulz, Tey u:’—l; u':'-}-l, Tty %;)
t=1

enable us to write the left-hand member of (1) in the form

n—1
2 , (1P, W W (ug, w5y -y ua—1)y Wty thyy ooy thima, iyay -, )],

i=1
If to each term of this sum we apply formula (2) with the substitutions
m=n—2, y,=u' (<0, =4 (ZTrv<n—1),

i 4
Y1 =%;5  Yn = Un,
we obtain the relation

*) Cf. Crelle, vol. 77 (1874), p. 248. Although the memoir of Frobenius is
concerned throughout with analytic functions, this formula is true for any functions
having the requisite number of finite derivatives. It expresses an identity between
polynomials in y;, ¥/, -+, {" P (=1, 2,..., n), and Frobenius’ methods of proof
apply, with suitable changes in notation, when these n? symbols are considered as
independent variables. This point of view renders it unnecessary to assume the
continuity of ygn"l) (¢=1, 2, -+, n) when we return to the interpretation of yg-”) as
the »* derivative of y;.
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. WIW (u,, thg'y -+ oy Un—1), W (g, g, - -, 0,)]
n—
= 2 (— l)i‘lui W(uiy ué) Y ui’—ly “i,+17 Y %7;’—1) : W(u{: “2’) Tt u’é),
f=1
from which formula (1) immediately follows.
With the aid of (1) we obtain the formula
d [ Wy gy sty 7 Wy, 4y, -ty y) - W, g, oy 0y
ax | Wug, tg,y - - -y U, _y) [W(ugs gy - - -5 thy_p)]?

If W(uy,uy,--+,u,) vanishes in a set [P], either W(u,,uy, -+, %;_1)
vanishes in such a set, or else, as a consequence of Rolle’s Theorem, at
least one of the Wronskians in the numerator of the right-hand member
of the above formula must vanish in a set [P*]*) Our theorem is thus
established.

If W(ug,uy,---,u, ,) is the only one of the three Wronskians
concerned in the conclusion of Theorem II which vanishes in a set [P¥*],
we can apply the same theorem to this Wronskian. By repeating
this process as often as necessary we obtain the result stated in the
following theorem:

Theorem III. Let w,, uy,---, u, be functions of x which at every
point of 1 have finite derivatives of the first n orders; then if W (u,,uq, -, u,)
vanishes tn a point set [P, at least one of the Wronskians

W(uﬂ,; Ug'y ey u’v,) (” =12, 77’)
vanishes in a set [ P¥*].

Theorem IV. Let w,, u,,---, u, be functions of x which at every
poimt of 1 have continuous derivatives of the first k orders (k = n); then if
W (wy, g, « - -, u,) vanishes in a set [P], all the n-rowed determinants of
the matriz M, (u,, uy, - - -, w,) vanish at the point x = p.

We first prove this theorem for the case » =2, remarking that
when # =1 the above conclusion is a corollary of Theorem I If, then,
4y, wy bave continuous derivatives of the first £ orders (k¥ = 2), and
their Wronskian vanishes in a set [P], we have, as a consequence of
Theorem I,

W (u @), us(@) = 0;
and by Theorem III either W(w,', u,) or u,” vanishes ‘in a set [P¥]

In the latter case u,” also vanishes in a set [P¥]. Since u,”, u,” are
by hypothesis continuous, we have in either alternative

-

“) We can, of course, replace [ P*| by | P] in this statement when u(l”), ug‘),---,uﬁf‘)
are continuous.
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W(w'(p), uy' (@) =0.

We have thus shown that all the two-rowed determinants of M, (u,, Ug)
vanish at p; we complete our proof for » =2, k> 2 by the method of
mathematical induction, assuming the truth of our theorem when
k=Fk —1 and deducing as a consequence its validity when %k =£F,.

Under this assumption every two-rowed determinant of the matrix
M, _y(uy, u) vanishes at p. By Theorem III, u,”, u,” being continuous,
either u,” or W(w,’, uy) vanishes in a set [P]. But if w," vanishes in a
set [P] we have, by Theorem I,

W () =" (1) =+ = 1(p) = O,

while if the other alternative presents itself our assumption that the
theorem is true when =k, — 1 applies directly to the matrix M, _, (u,’,u,").
Hence in either case all the two-rowed determinants of this matrix
vanish at p. It remains to show that the determinant u,u,*) — yyu,®
vanishes at p. By Theorem I, W®-9(u,u,) =0 at p; but this
expression can be written as a sum whose first term is the determinant
to be investigated and whose remaining ferms are a linear combination of de-
terminants of the matrix M; _, (u;, u,).¥) Since all such determinants vanish
at p, u, uy®™ — uyu,® must also vanish at that point. We have thus shown
that every two-rowed determinant of I (u,, u,) vanishes at p. Our
theorem has been proved for k, = 2, hence it is true for all values of k,
up to and including %.
We will now establish our theorem for n=r (k>7>>2), assuming
its truth for » =7 — 1. For this purpose we make use of formula (2),
with the substitutions
n=r, m=1, y =u, (x=1,2,---,7)

We thus obtain the relation

(3) Uy W (uy, ug, - -, u,) = W(wm Wigy "+ Wy,),

where
wy; = W(uy,u,) (1=2,3,---,7),

From formula (3) it follows that if W (uy, uy, - - -, u,) vanishes in a set
LP), W(wy, wyg, - - -, w, ,) must also vanish in every point of that set.
Since w,y, wy5, -+, w,, are functions satisfying all the conditions of our
theorem, which has been assumed to be valid for % —r — 1, every
(r — 1)-rowed determinant of the matrix M, (wig, wyg, -+ -, w;,) must
vanish at p. A typical determinant of this matrix is

*) Cf. formula (4), p. 287.
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(i —1) (k-1 (h—1)
w,, W, .. 1;
-1 ko —1 -
e
lekg"‘kr—IE *)
(bp—1-1) , (Br_1=1) Rp_q—1
’1/012 w13 o .. /wg: )

O<k <hy<-- <k _y<h).

We now proceed to express this determinant as a sum in each of whose
terms there appears a determinant of the matrix M (u,, uy,- - -, u,).

If we use the symbol |u,®wu| to designate the determinant
u, @ u® — u, M ul, we can express w(p in the form

R
o,
@ W) = g |k | = ) | a0 =00
0=0
BR="7"1if m is odd,

m ?

= 5 if m 1s even

where the numbers x__ are positive integers which do not depend on 4,
and k,,=1.

The formula

¢

0 s =€+ — =Dy ofP)|
Uy

!u&@)u(im—e'*'l)l =

when applied to (4) gives
= (e)
) wy = ST K,y 5 gugn-es9),
1
¢=0

where the coefficients K,  are numbers whose values in terms of the
integers #,,, can be easily obtained. When each element of € 4 ..z _,
has been replaced by its expression given by formula (5), the result
can be expressed as a sum according to a well-known theorem on deter-
minants whose elements are sums. We thus give to  SQurp.i,
the form

—~1ky—1 kp_y—1
LB ug(’l) u§92)- .uger-ﬂ

2, E, T 09192-'-9,-_1 a1 Viy— o1, ko020 br— 1= €r—17
1
0

H=00=0 9r—1=

*) Throughout the present paper an upper index 0 is given a meaning by the
convention. ¥ = y.
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where
Vii—ersta=09, s brmx—0pm1 =
Ilul u(zh_el){ Pu u(kx 91)’ L. ,u u(kl 01)
|u1 ug‘z_()z)! l% uk2 ez)l N ,u u(k2 92)
= . . ,
lulug‘r—-l—('r-.ﬂ’ ’uiugkr—l"ﬁ’r—l)‘ e iulu’(‘kr—l"gr—l)f
and Co, .- 01 is a positive or negative integer (Coo...o = 1) We

can transform this expression by means of the formula*)
Vigvg v
where the meaning of the latter symbol is given by the identity

— yr—2
1= % U°V1"'Vr-1

-

,u/(f'o) u(;b) ... (1'0)

Y RN VRN 8
Usgryooory o =

ugvl‘ - 1) u(;r bl 1) . o o %7(11’7' - 1)

We thus obtain the desired expansion of Q4 x,...r,_, In terms of deter-
minants of the matrix M, (u,, uy, - - -, ,):

ky=1ky—1 k11 (1) (92) ((’r-—l)

®)  Upeny =22 D 2 Coeso .

@=00=0 ¢ _=0

> Uo, ky=~o1s o kp_1-0r—1*

To facilitate the discussion at this point we introduce the idea of
precedence among the r-rowed determinants of the matrix M, (u,,uy,- -, %,)
by means of the following definition: The determinant Uyyu,...u
precedes the determinant U,y ..., _, if

r—1

W, = v; (7::07 1. '1'—1)7 u, <v,.

It can now be easily shown that every determinant of M, (u,,u,, -, %,)
whose first row is the first row of that matrix vanishes at p. This is,
of course, an obvious result in case wy,u,,---,u, all vanish at p. If
however, one of these functions is different from zero at p, we take it
as u, since this is only a matter of notation. Formula (6) is then valid
for # = p, a substitution which reduces the left-hand member of (6) to

*y Cf. E. Pascal, Die Determinanten (translation by Leitzmann), p. 39.
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zero. On the right-hand side the first term is w[~2 U, k- k._q, While
in each of the other terms there appears as a factor a determmant that
precedes Uory ... 1, _,y- This last determinant must therefore vanish at p
if all the determinants which precede it vanish at p. But by hypothesis
the Wronskian W (u, g, -+, u.) is zero at p, and this is, according to
our rule for precedence, the first determinant of the matrix. Since we
can give such values to k%, &y, ---, k,_, as to obtain successively, in
order of precedence, all the remaining determinants U v m_q it follows
that every such determinant vanishes at p.

We have still to consider the r-rowed determinants of 7, [ (thy, Ug, -+ u,.)

which belong to the matrix M, ,(u,',uy,---,u,"). According to Theorem II
one of the Wronskians

W(’”’i) Ugy "= 7y ur—l)) W(U’l,; u2,7 ) Uy - 1)} W('“l’) u2,7 T %r’)
must vanish in a set [P¥], and therefore, by continuity, in a set [P].
But if either of the first two Wronskians vanishes in a set [P], the

assumption that our theorem is true for % = r — 1 necessitates the
vanishing at p of all (» — 1)-rowed determinants of

’ 7 /
Mk—l(uu Ugy =y ur—l))
and therefore of all »-rowed determinants of
14 z 4
Mk—l(“l? Ugy vy ur)‘
r 4 ?
W(uu Ugy ~ -y u’r)

vanishes in a set [P], we can show by the method of the preceding
paragraph that every determinant of

If, on the other hand,

M, (ugy ug, -+, w,)
whose first row is the first row of that matrix . vanishes at p. To
complete our proof for » =1 on the assumption that our theorem is
true for w=7r—1, we have only to continue the process now sufficiently
indicated. Since the theorem has already been established for # = 2,
its validity follows for all values of .

In Theorem IV we have required the continuity of u(lk), (2") ) ,u(")

this being essential to the proof given*) In the following theorem mo
such assumption is made:

Theorem V. Let uy, uy,---, u, be functions of x which at every
point of 1 have finite derivatives of the first k orders (k >n); then of
W (uy, ug, - - -, u,) and dts first k —n + 1 derivatives vanish simultaneously

*) The writer has not been able to determine whether this restriction is
esgsential to the theorem itself.

Mathematische Annalen. LXV. 19
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wm a point set [ P, all the n-rowed determinants of the matriz M, (u,, g, -, %,)
vanish simultancously either at p or in a set [ P¥).

The former alternative of the above conclusion presents itself when
each of the Wronskians

VVi = W(u'n Ugy « v vy Uy 1y Wigqy " " %y u’n)
¢t=12,.., ”’)
vanishes in a set [P], for by Theorem IV every (» — 1)-rowed determinant
of the matrix M, _,(u,, uy,---,u ) then vanishes at p, and therefore every
n-rowed determinant of M, (u, , 4, - - -, u,) is zero at that point. If, however,
one of the Weonskians W,, which as a matter of notation we take as W,
vanishes in no set [P], there must exist a particular set [ P*],, at each
point of which W(u,, uy, ---, »,) and its first k —n + 1 derivatives
vanish simultaneously, while W _==0.*) Let us now assume that every
n-rowed determinant of M _, (u,, s, - -+, u,) (kK =7 > n + 1) vanishes in
the set [P*],. Since W(u,, uy, - - -, u,) is zero at each point of this set
we shall have completed the proof of our theorem if we show, as a
consequence of the hypothesis just made, that every n-rowed determinant
of M (u,, Uy, ---, u,) vanishes in [P*],. This, however, follows at once,

since W,_ =0 in [P*],, provided the equations
O W —u? Wyt 4 (=1 W, =0
(»=0,1,2,.--,7),
hold simultaneously at each point of [P*],. The first n —1 of these
equations are identities; the left-hand members of the next r —n+4 1 are
determinants of the matrix M. _, (uy, ug, - --, u,) which by hypothesis
vanish in [P*],. As for the last equation, its left-hand member is a
term of the sum of n-rowed determinants representing the value of
We=n+(y,, uy, - -+, u,) and therefore vanishing in [P*],. Since the
other terms of this sum are constant multiples of determinants of the
matrix M__, (u,, 4y, - - -, u,), the last equation of (7) must also be satis-
fied at each point of [P*],. Our theorem is thus established.

§ 2.
Application to the Theory of Linear Dependence.
We shall now give a new sufficient condition for linear dependence
deduced from the results of § 1 with the aid of the following theorem,
due to Bocher*®*):

*) Note that this statement is so worded as to include the possibility that all

the Wronskians W, vanish at p.
*#) This theorem, as well as Theorem B in § 4, is taken directly from the
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Theorem A. Let uy, uy, - -+, u, be functions of x which at every
point of 1 have finite derivatives of the first k orders (b =>n— 1) while
W (g, gy~ - vy U,_y) and sts first kK —n 4 2 derivatives do not oll vanish
at awy one point of I; then if W(uy, ug, ---, u,) is identically zero
Uy, Ugy -+ *y U, are linearly dependent, and in particular:
Up=C Uy + Clhg+ -+ €, _ U, 4.

On account of the importance of this preliminary theorem we give
a brief demonstration, which differs in some details from Bocher’s.

In any finite and perfect subinterval I' of I, W, can vanish in only
a finite number of points, by Theorem I; let these points, arranged in
order from left to right of I, be =, 2,,---,2,. From formula (2)
we have

W W, — W/ W;=0 (i=12.,n-1),
so that in the interval between z; , and z,
a W,
dx W =0,
and therefore
W,=(=1)"**1¢, W,.
With this substitution in the identity
wy Wy—uy Wy -+ + (—=1y"ty, W, =0

we have
(8) Uy, == Cy jUy T Co gt + 0+ Cpy Uy _y
from z,_, to x;, these points included since the functions u are contin-
uous. But ¢;=c¢;;, ,, for we can successively differentiate (8) and the
corresponding identity where the index j is replaced by j -+ 1, substi-
tute @; for # in the resulting system of equations, and by subtraction

obtain the set
(clj—cle) uy) (xl) + (2f zf+1> (2)( z,) + -

o (Camas T Camagar) s (3) = O
(”=0:1>27"')])'

paper already cited (Transactions of the American Mathematical Society, vol. 2 (1901),
p. 139, Theorems IV and VI). Relations between other theorems of the same paper
and those of the remaining sections of the present article are as follows: The
exceptions made in Bécher’s Lemma II (p. 147) are removed in my Theorem VII, so
that in his Theorem VIII the assumption that the nth derivatives of the w's are
continuous is superfluous; some properties established in his discussion of Peano’s
theorems are generalized by my Theorem VIII; and Theorem XII of the present paper
may be compared with his Theorem VII. When u(k), u(k) . u(k) are continuous,
Theorem XI is equivalent to Theorem X of his article in the Bulletm of the American
Mathematical Society (ser. 2, vol. 8 (1901), p. 59).
19*
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If ¢;; were not equal to ¢;,,, for i=1,2, ... 5 __ 1 every (n—1)rowed
determinant of M, (u,, 4y, - - -, Uy_1) WOUld vanish at x;. Since the suc-
cessive derivatives of W, up to and including the (k—#n-+2)™ can be
expressed as linear combinations of such determinants, we thus arrive at
a contradiction of our hypothesis that W, and its first ¥ — » 4 2 deriv-
atives do mnot all vanish at any one point of I. Hence the coefficients
in (8) do not depend on the index j, and our theorem is proved for
every finite and perfect subinterval I' of I. It is therefore true for I itself.

This theorem being established, we mow give a new sufficient con-
dition for linear dependence.

Theorem VI Let u, 4y, -+, 4, be functions of x which at every
pomt of 1 have finite derivatives of the first k orders (k=n— 1) while
the (n— 1) -rowed determinants of M, (uy, Uy, ---, u, _,) do not all vanish
at any point of 1; then if W (g, tg, - - -, w,) s identically zero, us, Us, -+ , t,
are linearly dependent, and n particular:

U, == C Uy F CoUg+ -+ — € U, 1.

As before, we prove this theorem for any finite and perfect subinter-
val I’ of I, since its truth for I then follows.

We first observe that there can be only a finite number of points
in I” at which W(u, uy, -+, u,_,) and its first & —n 4 2 derivatives
vanish simultaneously; otherwise, by Theorem V, all the (n—1)-rowed
determinants of M,(u,, 4y, -, %,_,) Would vanish in at least one point
of I. By Theorem A there exists, throughout each of the m intervals
into which I is divided by points z; where W =W’ =...= W¥™ =,
an identity

Uy = Cy Uy + Gty + o o = Cpp 1y Uy g
By continuity, this identity holds also at the points #; ;, ;. As in the
proof of Theorem A, we can show that an inequality ¢;;+¢;;,, for any
of the values which ¢ and j may assume would necessitate the vanishing
at z;, of all the (n—1)-rowed determinants of M, (u,, ug, - - -, t,_4), COB-
trary to our hypothesis. Hence the coefficients ¢;; do not depend on the
index j, and our theorem is proved.

It is obvious that » functions which satisfy the conditions of Theo-
rem A must also satisfy the conditions of Theorem VI An illustration
will show that the latter theorem applies to cases where the hypotheses
of Theorem A are not verified. We consider four functions w,, uy, us, t,
defined as follows:

u1=_——-(x4—|—x3—|—x+1), g = +1,
22+ x+1 (x> 0), _ {x‘"—{— r?—a?—2z—1 (2>0),
W= gty Ptat+l @<L0), 4 |ab—s—o—1 (@< 0).
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In any interval I which includes both positive and negative values of #
the Wronskian of Uy Uy, Ug, Uy vanishes identically while the three-rowed
determinants of M, (u,, 4y, ug) GO not vanish simultaneously at any poiunt.
There is, however, no Wronskian of three functions u which does not
vanish together with its first derivative at £ =0. Since w, and w, have
no fourth derivatives at z = O, this is a case where Theorem A fails,
while the conditions of Theorem VI are met. We have, in fact, the
linear relation

MI+M2+M3+M4§O.

g 3.

The Identical Vanishing of the Wronskian and the Rank of the
Matrix M (u,, u,, -, u,).

Theorem VIL Let uy, uy, - - -, u, be functions of x which at every
pont of 1 have finite derivatives of the first k orders (k>n); then if
W (uy, tg, « - -, w,) vanishes identically throughout 1 the matrix

Mk(“l) Ugy = - vy un)
s of rawk less than n at each point of 1, i.e. aoll the n-rowed determinants
of this matriz vanish identically throughout 1.

It uf[@ , ug]‘) , uff) are continuous throughout I this theorem is a
direct consequence of Theorem IV. In case any of these derivatives are
discontinuous it can still be shown that every n-rowed determipant of
M, (g, the, - - -, 4,) vanishes at any point p of I For if each of the
Wronskians W,, W,, - - -, W, vanishes in a set [P), then by Theorem IV
every (n— 1)-rowed determinant of M, _, (u, #y, - - -, u,) must vanish at p,
and consequently every n-rowed determinant of M (u,, u,, - - -, u,) vanishes
at thab point. If; on the other hand, W, does not vanish in any set [ P],
there is a point ¢ of I such that W, does not vanish between p and q.
By Theorem A we have, between p and ¢, an identity

Up = C Uy + Gty - - -+ €, U, _y,
which holds by continuity at p. If we differentiate this relation % times
and make the substitution 2 = p, we obtain a set of equations which can
exist only when the rank of MM, (u, (), uy(p), - - -, w,(p)) is less than =.
Our theorem is thus verified in all cases.
If at each point of I at least one m-rowed determinant of
Mk(u’u Ugy =7y u’n)
19 different from zero while every (m + 1)-rowed determinant of this

matrix vanishes identically throughout I we shall say that the matrix is
of constant rank m in I
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An important property of matrices of constant rank is given in the
following theorem:

Theorem VI Let u,, uy, - - -, 4, be functions of x which at every
point of 1 have continuous derivatives of the first k orders (k=n—1); they
if M (wy, tg, -+, w,) 18 of constant rank m<n im 1, at least one matriz
formed by suppressing n—m  columns of My(uy, s, -+, u,) s of constomt
rank m n 1

As a consequence of the hypothesis that M (uy, uy, ---, u) is of
constant rank m it follows that there must exist at least one set of »
functions # whose Wronskian is not identically zero throughout I; other-
wise, by Theorem VIIL, every m-rowed determinant of M (u,, uy,- -, u)
would vanish identically. Accordingly we so choose our notation that
W (u,, vy, - -+, u,,) is different from zero at some point p of I We shall
now prove that M, (u,, uy,- -+, %,) is of constant rank m in L

Since m <k, W(u,, 4y, - - -, t,) is a continuous function of z; there
is therefore a neighborhood of p throughout which this Wronskian does
not vanish and where, consequently, M, (u,, u,, - -, u,) is of constant
rank m. If this matrix were not of constant rank in the whole interval I
there would exist a finite and perfect subinterval I throughout which
M, (uy, uy, - -y %,) is of constant rank m, but at one of whose end-points,
¢, all the m-rowed determinants of the matrix vanish.*) By Theorem VI
there exist throughout I’ identities of the form

9) U yi = Cpithy + ity + -+« + Cpythy

(1=1,2,---, n—m).
By forming the successive derivatives at the point ¢ of these identities
we obtain the equations

Ui (@) = 6,157 (@) + €, 07@) + -+ 6,40 (@)
1=12,-- -, n—m
Q=QL~3k )
We can therefore express every m-rowed determinant of

M, (u, @), us(@), - - -5 %, (@)
as the product of some determinant of the matrix

My (@, U3 (@), - - -5 (@)
and a polynomial in the coefficients c. Hence if every m-rowed deter-
minant of the latter matrix vanishes, the same is true of every m-rowed
determinant of the former. We are thus led to a contradiction of our

*) The argument here depends upon the hypothesis that ug"), ug‘), - uff‘) are
continuous,

-
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hypothesis that M, (uy, %y, - - -, u,) is of constant rank m in I, and the

truth of our theorem is established.

* (%)
1 Y,

the above argument does not, in general, apply. We may note, however,
that the set of points in I in which M, (u,, 4y, -, %) is of rank less
than m can include no point isolated from either side in that set; i. e.
a point of that set can be at neither extremity of a subinterval of I in
which M, (u;, g, - -+, u,,) is of constant rank .

Theorem IX. Let u,, uy, -, w, be functions of x which at every

point of 1 have finite derivatives of the first k orders (k>n—1) while
W (uy, g, -« -, u,) = O; then if no function (other than zero) of the form
(10) Gity + Golhg + - - o+ g,
(the g’s being constants) vanishes together with s first k derivatives at any
point of 1, both M (uy, uy, - -+, w,) and at least one matriz formed by
suppressing n—m of its columns are of constant rank m<n in 1. Con-
versely, if M,(uy, g, -+, u,) and o matriz formed by suppressing n—m
of its columns are of constant rank m <n in I, no function (other than zero)
of form (10) wvanishes together with its first k derivatives at any point of 1.

Before proceeding with the proof of this theorem let us note that if

. k k k :
the functions “(1)7 u;), ey u;) are continuous, then as a consequence of

: % . .
In case any of the functions w ey “ﬁn) are discontinuous

Theorem VIII it is superfluous in both parts of the above theorem to
state or require that a matrix formed by suppressing » — m columns of
M, (u,, ug, - - -, u,) must be of constant rank m <n in L

To establish the first part of the above theorem we must show that
if wg, Uy, - - -, u, satisfy the given conditions the matrix M, (u,, u,, -, u,)
cannot be of different rank at different points of I. If it is of rank m
at a point p there must, from the definition of the term rank, be a matrix
composed of m of its columns (we take this matrix as M, (u,, uy, -, u,,))
which is of rank m at p. Accordingly there exist relations®):

{v) () €] (
(11> un11/+i=cliu1 + Cy; Uy + "'+cmi“m

(11:0,1,---,70 )
=12, m—m ’
which are valid at p. But by hypothesis such relations if true at one
point, must be identities throughout I. All (m + 1)-rowed determinants
of M,(u,, ug, - - -, ) must therefore vanish identically, so that this matrix

is nowhere of higher rank than m. The same argument shows that the
rank of the matrix M, (u,, %, - -, %,), and therefore the rank of

*¥) Of. E. Pascal, Die Determinanten (translation by Leitzmann), pp. 193, 194.
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M, (uy, g, - - -5 ), 18 nowhere less than m, for if this were not true
there would be a set of relations similar to (11), but involving only the
functions u,, g, - - -, 4, and their successive derivatives, which would by
hypothesis be identities throughout I. The existence of such identities
would contradict our assumption that M, (u,, u,, ---, u ) is of rank m at p.

On the other hand, if M, (u;, ug, - - -, u,) and M (u,, tty, - - -, %y,) are
both of constant rank m < #n, it follows from Theorem VI that there
exist n — m identities of form (9) valid throughout I. Let us now con-
gider any function of form (10) which vanishes together with its first &
derivatives at any point p of I. This function would be reduced by the
substitution of the identities (9) to the form

bty + hottg 4 - - - + h_u,,.
Since this expression vanishes together with its first £ derivatives at p,
where M, (u,, 4y, - - -, 4,) is of rank m, it follows that

hy=hy="---=h_=0,
so that the function considered vanishes identically.

§ 4.

New Form of Theorem VI and an equivalent Theorem.
Applications to Linear Differential Equations.

Bocher has given in the following theorem*) a test for linear de-
pendence which we shall presently show to be equivalent to that con-
tained in Theorem VI:

Theorem B. Let u,, u,, ---, 4, be functions of x which at every
point of 1 have finite derivatives of the first k orders (k=n—1) while no
function (other than zero) of the form

Gty + Gothg + - - T Guhy
(the g’s being constanits) vawishes together with its first k derivatives at any
point of 1; then if W (u,,uy,---,u,) =0 the functions u are linearly de-
pendent.

We now compare this result with the somewhat generalized form of
Theorem VI contained in the following theorem:

Theorem X. Let wu,, uy, ---, u, be functions of x which at every
point of 1 have finite derivatives of the first k orders (k=>n—1); then if
both M, (u,, uy, - - -, u,) and at least one matrix formed by suppressing 1w —m
of its columms are of constant ramk m<<n in I¥¥), wuy, uy, .-, u, are

*) See foot-note **), pp. 290 and 291.
) If u({‘), u(2k), ey ug“) are continuous it is evident, from Theorem VIII, that we
need here only require that M, (u,, u,, - -, u,) be of constant rank m <=.
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linearly dependent and the number of independent linear relations between
these functions s n — m.

If My, g, -+, Uy,) and My(uy, tgy -y Uy 1, ;) (1=1,2,--,0—m)
are of rank m the existence of n — m independent relations of form (9)
follows from Theorem VI. If there were an additional linear relation
independent of the preceding we could substitute in the new relation the
values of w,, .4, %, .5, -+, ¥, given by identities (9) and thus obtain an
identity

fyy + horg + - -+ + b u, =0

in which the coefficients do not all vanish. But the existence of such
an identity together with its first % derivatives would contradict the
assumption that M, (u,, s, - - -, u,,) is of rank m.

The equivalence of Theorem X and B (except for the specification
of X as to the number of independent relations between the u's) is an
immediate corollary of Theorem IX. We have shown that Theorem VI,
and therefore Theorem X, is of wider application than Theorem A; hence
of the two theorems A and B the latter is the more general and includes
all cases which come under the former.

We can replace the requirement in Theorem B that the Wronskian
vanish identically by any assumption which will make the rank of
M, (u,, Uy, - -, 4,) less than » at some point of I, since there will then
be a function of form (9) which will vanish together with its first &
derivatives at that point. Theorems IV and V furnish sufficient conditions
for the vanishing at a point of I of all n-rowed determinants of

M (uyy g, - - 5 wy)
and enable us to give to Theorem B the following form:
Theorem XI. Let wuy, %y, -+, t, be functions of x which at every

point of 1 have finite derivatives of the first k orders (k=>n—1) while no
function (other than zero) of the form

Gy %y + Golhg =+ - -+ A G,

(the ¢’s being constants) vawishes together with dts first k derivatives at any
point of 1; then if W (uy, uy, -+, u,) vanishes together with its first k—n+1
derivatives in a set [ P] it vanishes identically throughout 1 and the functions u

are linearly dependent. If u(lk), u(;) , uﬁf‘) are continuous the last con-

dition may be simplified by requiring only that the Wronskian vanish in
a set [P].

An immediate application of these results is given in the following
theorems on linear differential equations.

Theorem XIL Let p,, py, - -+, p, be functions of x which at every
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point of L are continuous, and let yy, Y, - -, Y, (M) be functions of x
which af every point of 1 satisfy the differential equation

y(n)_}-_ply(""l) 4. +pny = O,
then if W(y,, Y5, Y,) vanishes in a set [P] it vanishes identically
throughout 1 and the functions vy, Yo, -+, Y,, are limearly dependent.

This theorem is a direct consequence of Theorem XI, since no so-
lution other than zero of such a differential equation can vanish together
with its first » — 1 derivatives at a point of L

Theorem XIII. Let py, py, - - -, Pn be functions of x which at every
pont of 1 have continuous derivatives of the first k —n orders (k 2 n)¥),
and let 4y, Y,y + -, 9, (n<Ek-+1) be functions of x which at every point
of 1 satisfy the differential equation

YO+ p D+ Py = 05

then the matriz DM, (y,, Yo, - -+, Y,) 8 of constant rank in I

From our hypothesis as to the coefficients of the differential equation
it follows that #,, 4y, -- -, ¥, have continuous derivatives of the first &
orders. Hence if the Wronskian of these functions vanishes identically
(as is always the case when » >n 4 1) the above theorem follows from
Theorem IX. On the other band, if W(y,, y,, - -, 9,) does not vanish
identically (in which case » < n) the matrix M, (y,, ys, -+, y,) is of rank »
at every point of I; otherwise there would exist a set of equations

giyg:y)_l_gzy(;')_i_... +gry£v)=0 ('V:.-:O,l’...’k)
satisfied at some point of I, and therefore valid throughout I. This is
impossible when W(y,, s, ,¥,) does not vanish identically.

*) If k = » this means that the functions p,, p,,--., p, are continuous.




