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1 Simulations to determine factors influenc-
ing model performance

1.1 Overall determinants of model performance

Performance of our model can be assessed by measuring the accuracy of
estimated diet proportions, which can be tested using simulations. There are
a number of potential determinants of accuracy, such as (i) the data used
to infer diet proportions, (ii) the model setup as well as (iii) the choice of
posterior summary as point estimate of true diet proportions.

At the level of the data input (i), the resolution that the FAPs provide for
a given set of potential prey species (i.e., separation of distributions in FAP
space), as well as their co-linearity in FAP space will be major determinants
of accuracy. Furthermore, the accuracy of conversion coefficients will bear
strongly on the model’s ability to estimate correct diet proportions (Iverson
et al., 2004). In the following, we will illustrate the respective effect of each
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of these factors using simulations.
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For the model setup (ii), the model formulation itself (i.e., major assump-
tions) may more or less suited for the data at hand, leading to variability
in accuracy, or specific components of the model may be more or less suited
for a particular dataset. The latter case refers to distributional forms of pri-
ors and likelihoods formulated in the model, and can be assessed by varying
priors and distributional assumptions, whereas the former (e.g., model-mis-
specification) is more difficult to measure and should be carefully assessed
by the practitioner both a priori and by checking the model output.

To illustrate model performance relative to characteristics of the input data
(i), we performed a series of 675 standardized simulations that were designed
to isolate the relative effect of the evenness of diet proportions, the separa-
tion of prey distributions in FAP space, as well as their co-linearity in that
space. We further performed simulations to assess the effects of conversion
coefficients on diet proportion estimates. As the model setup (ii) and appro-
priateness of posterior summaries (iii) will depend on both the input data
and actual (here, simulated) diet proportions, we standardized the model
setup (and priors). For each simulation, we drew 20 samples, containing
12 FAs from each of 4 prey species at random from a Dirichlet distribution
with randomly chosen parameters. We then calculated expected predator
signatures for 3 predators according to random diet proportions drawn from
a random population mean. We then used a model with default priors to
estimate population level diet proportions for these predators.

To assess the accuracy in estimated diet proportions, we used posterior means
as point estimates of inferred diet proportions for all simulations. We then
used a log-linear model to quantify the influence of diet evenness, co-linearity
and source separation in FAP space, as well as their interaction, on differ-
ences between simulated and inferred diet proportions as measured by the
Aitchison distance (Aitchison et al., 2000). We used stepwise model selec-
tion using AIC implemented in R (the step function) to select influential
determinants of accuracy as well as their interactions.



1.2 Conversion coefficients and their importance for
diet estimates

Fatty acids are not always assimilated in direct proportion to their prevalence
in a consumers diet. Controlled feeding studies suggest that the relative rate
at which individual fatty acids are assimilated may vary by predator, prey,
and fatty acid (Rosen & Tollit, 2012). While a detailed discussion of the
biochemistry of fatty acid assimilation is beyond the scope of this paper,
it is important to note that these coefficients are difficult to obtain from
anything but controlled feeding experiments, which in turn are difficult to
realize on animals that are not easily cultured or kept in captivity. Many
studies that have used FAP to estimate diets have noted potential biases
from unknown conversion coefficients (e.g. Iverson et al., 2004; Meynier et
al., 2010), and results from experimental studies confirm that the assumption
of no and/or false conversion coefficients can bias diet estimates (Rosen &
Tollit, 2012). Furthermore, even closely related species may have significantly
different conversion coefficients for different fatty acids and prey items (Rosen
& Tollit, 2012), and it may therefore be difficult to use a set of coefficients
from a closely related predator or prey species for any diet study.

We assessed the effect of ignoring conversion coefficients in our model by
estimating simulated diet proportions, first setting x4 to the true means and
variances used to simulate the data, and then running the model with k, = 1,
with a prior variance set to the variance k. To estimate the diet proportions,
we used our model on simulated FAPs composed of 12 FAs, simulating prey
and FA specific conversion coefficients from a normal distribution centered
on 1 and truncated at 0, with increasing variance. This was repeated for
the 100 simulated datasets for each of six increments (from 0 to 0.5) in the
variance of simulated k.

2 Simulation results

Simulations illustrated that inferred diets using posterior means were sensi-
tive to separation of diet distributions (P < 0.05) and diet evenness (P <
0.001), with more even and well separated diets leading to more accurate diet
estimates. Co-linearity was not significant in the linear model, likely due to



the simulation setup of only including 4 sources. Blanchard (2011) found a
strong influence of source co-linearity with a higher number of sources, and
the same should be expected here as a mathematical inevitability.

The interaction between source separation and diet evenness, demonstrated
that uneven diets only consistently affect model inferences when sources are
not well separated: with increasing separation ([Figure 1), the uncertainty
about the influence of diet evenness on estimation accuracy increases sub-
stantially.

With adequate resolution and known conversion coefficients, diet estimates
are usually precise ([Fig 7). When conversion coefficients are unknown
and set to 1, we found that, on average, the distances between (transformed)
diet proportion vectors and their estimates increased with the variance of the
conversion coefficients k. There is no noticeable difference between specifying
normal or log-normal models for conversion coefficients. This contrasts with
models with specified x, which have consistently high accuracy, mainly asso-
ciated with taking point estimates from the posterior distribution to calculate

the distance.
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Figure 2: Estimated distance A, between simulated diet proportions and
point estimates of diet proportions, as a function on variance of conversion
coefficients (o0,). Circles are mean distances from point estimates for diet
contributions from 100 simulations, error bars are sd of distances. Filled
circles show distances from estimates with correct conversion coefficients,
open symbols illustrate distances when ignoring these coefficients and instead
setting a large variance to reflect uncertainty.

Note that much of the increase in the distance A, between simulated diet
proportions and point estimates of diet proportions when ignoring conversion
coefficients also results from making point estimates of diet proportions from
skewed and wide distributions, reflecting slow or non-convergence of MCMC
and/or uncertainty in diet estimates ([Figure 3).
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Figure 3: Example of posterior distributions for a simulation with kappa
set to one, showing the difficulty to obtain reasonable point estimates with
ignored conversion coefficients in this case.
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