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On a Canonicul Reduction of Bilinear Forms (Part II.), with
special consideration of Congruent Reduction*. By T. J. FA.
BBOMWICU. Communicated June 14th, 1900. Received, in
revised form, October 3rd, 1900.

The following paper is concerned mainly with reductions in which
tho coefficients of the substitutions on the two sets of variables are
either the same (congruent substitutions) or are oonjugiite imagin-
aries. Passing to the details of the paper; 1 give first a brief resume
of the general reduction-process, and add a slight extension of a
theorem due to Frobenius. This is then used to reduce a single
alternate form by a congruent substitution.

The next and longest division of the paper deals with the simul-
taneous reduction (by congruent substitutions) of a symmetric and
an alternate form. So far as \. know, this reduction has only been
carried out by Kroneoker (in the paper subsequently quoted by the
letters Kr.) ; and Kronecker's direct object is the reduction of a single
bilinear form by a congruent substitution. Thus Kronecker's reduced
forms are not always the simplest from the present point of view.
Frobenius (Tlerliner Mitzn-ngsberichtv, 18!K3, p. 7) has shown that, if
any substitutions l\ (I (independent of A) can be found, such that

P ( \ / l - W ) ^ = A6'-7>,

and if, further, A, 0 be both symmetric or both alternate (the same
holding for li, 1)), then A' can be derived from 1\ (J so that

Thus, if the invariant-factors of | X.-l - B | and | \(J — 1> | are the
same, a congruent substitution can be found to transform (\A. - J!) into
(AG' -1 / ) . But, apparently, this method cannot be extended so as to
cover the analogous theory for conjugate imaginary substitutions,
which would bo applied to a pair of Hormitc's forms. 1 have,
accordingly, discussed a direct process for finding li in a wa}r that
can be applied in both cases.

Tho reduced forms so obtained have been applied to prove certain
theorems of lierr Alfred Loewy's on aiitoinorphic substitutions, both
of real quadratic forms and of llennito's forms.
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1. Oeneral Account of the Beduction of two Bilinear Forms.

Let A, B be the two forms, and let the form reciprocal to
(\A-n)*he

(kA-B)-1 = 2 Pr.,X»-l+ 2 Q,A-' + 2 2 Cr (\-c)-\
r -1 r • 1 c r - 1

where (\— c) is a typical factor of the determinant | \A—B | , and.
a, /?, y are the indices of the first invariant-factors (Elementartheilrr)
of | \A—B | corresponding to X = oo,X = 0, \ = c respectively.
In this expression for (\A—B)~l all tho terms P will disappear if
\A\Jz 0, and all the Q* if | J? | =£ 0.

Multiply up by (\A — B), and we have, in general,

AP,.-BP,.+X = 0 = AQftl-mi = ACr.x + (cA-B) C,,

but E = ^0>I-Z?o \

The same equations hold if the order of the products is reversed, thus

PrA-r,.xB = 0, &c.

From these it follows that

A = (AQX-BPO) A + 2AClA

and B = (A Q, -Bl\) Ji+2 A (\ li
c

= A Q, A - BP0B + 2 (A C, A + c^tC, yt).

If, now, we consider the form A(\A—B)~'iA, and expand in
powers of (A—c), it is clear that tho coeflicients of 1/(X—c) and
1/(X—c)J will be respectively ACtA and .4C2^1. Hut Weierstrass t
and Stickelberger J have shown how to arrange A(XA-B)'1 A in n
form which can bo readily expanded in powers of any factor of

* For the definitions of tho product of two forms and of the form reciprocal to a
given form, «ee Frobcnius (Crelle, Vol. Lxxxrv., p. 1); or Muth, Elemcntarthnlcr
(Leipzig, 1899). Short accounts will be found in previous papers by tho author
(7Yor. Land. Math. Soc.t pp. 78, 158, above). E is the unit form (= ~Zr,.ijr).

t Berliner Monat&bcrichte, 1868, p. 310; Gexammclte U'cikc, Vol. n., p. 19.
{ Crelle, Vol. Lxxxvt., 1878, p. 20 ; this paper will be denoted in future by A'/.,

for brevity, na wo shall frequently have occasion to quote it.
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| \A — B | (see also p. 326 below) ; and so from each expansion we
obtain a group of terms in A and B, viz., ACXA and AG% A +cA< \A.

The same method still holds if c = 0 , for, if A(\A— B) XA be ex-
panded in powers of A, the coefficients of (I/A.), Q-I^Y ftl<e respectively
AQX A, AQ^A; which have been proved to form parts of A, II re-
spectively. But the case is rather different for c = oo ; to deal with
this we may first consider — B(\A —B) lB and expand in powers of
(I/A) ; then the coefficient of A and the term independent of A are
—BPAA and —TiP0B respectively, which form parts of our ex-
pressions for A and B.

Another method of dealing with this case depends on expanding
B(liB—A)~*B in powers of f.t and picking out the coefficients of

(1/A<). TO see this wo note that

= - -\a%prfi-
r+ i Q,y+s i c v (i-/«0"rl.

fl Lr-0 r-l e r-l J

So, on expanding in powers of /«, we find —1\, —1\ as the co-
efficients of (1/M)2, (I//-1) in the expansion of (^#—-A)'1 ; hence the
coefficients of (I//*)*, (1//A) in the expansion of B(/JLB—A)'1 II in powers
of /i are —BPtBy —11POB respectively, which are parts of A and B.

Thus, on the whole, we can find the values of A, B by expanding
vl(Ayl — B)'XA in powers of the factors (A—c) of | \A—B | and pick-
ing out the coefficients of 1/(A—o), l/(<\—cf for each c ; and, in case
| A | = 0, we have also to expand B(/xB—A.) lB in powers of /i, and

p;ck out the coefficients of (I//*)8, (l/f»).
This modification of Weierstrass's solution of the problem was

given in part in a short note (Proc. Lond. Math. Snc, p. 158,
above), whero more details will bo found on the determination
of the indices of those invariant-factors of | \A—B | which corre-
spond to the infinite roots if | A \ — 0; ib will bo sufficient to state
here that they are the same as the indices of the invariant-factors of
| fiB—A | to base ft.

In the foregoing it is, of course, assumed that the determinant
| A/1—B | does not vanish identically, or the reciprocal form

(\A—B)~x would not exist. The examination of the so-called
*' singular" case, when | A/1 — Ji \ = 0, will be deferred to § 2.

1 proceed to an account of Stickelberger's transformation of
Y 2
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— B)~yA, and I shall give an extension of it, suggested by a
theorem for quadratic forms due to Frobenius.

Notation.—I employ the following general scheme of symbols—

_i = aw ..., a,,

5"1. ••-, «*"', o , . . . , o, o
£„ ..., £„ 0, ..., 0, 0

If i/,, ..., »?„ be replaced by vk, ..., v*, the value so obtained is called
Z7*; if £i, ..., £„ be replaced by uk, ...,«*, the value is Vk; and, if
both Rets be replaced in this way, the result is Ak (c/. St., § 1).

In these symbols, the w's and v's are arbitrary constants whose
indices do not refer to powers, but are to be considered as additional
suffixes ; the | 's and IJ'S are linear functions of the variables a1,,...,.r,,,
yv ..., yn respectively, whose exact form will appear later.

Then, as proved by Stickelberger (St., § 1),

for Wk.\, AA., Uk, Vk ai'O fii'at minors of Wk con-esponding to the four
zeros which are complementary to AA._!. Thus

and so
W,0 = 2 l\Vk

for clearly \Vn = 0. This result is a generalization of DarbonVn*
for the case of quadratic forms. Its importance in the present, in-
vestigation is due to the fact that (— IKQ/A,,) is the form reciprocal to
A = 2u(,,£,?7, or is A~l.

Frobenius f has shown that two consecutive terms of the series

• Liouvillc'/i Journal, Vol. x i x . (2mc nor.), 1S74, p . 347 [ p . 3f>4, formula (17)].
t lierliner SUzimijiihmehle, 1891, pp . 211, 4(»7 ; rcprintcil in Crellr, Vol. cxiv. ,

lK<J;j, p . 187. Tho theorem in quest ion in (7) on p . 249 {-SJI.), p . 190 (f.V.).
FrobeuiuH ulso verifies t h a t the sum (UkFk/Ak&k-i) + (0\*\ 'r*+i/^*+iAfc) enn bo cx-

in this form.
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(^t^/AjkAjt-i) can be combined if so desired ; this is done by find-
ing an expression for the difference (Wk.J/Ak.i — WJUI/AJI+I).

Frobenius's investigation relates to quadratic forms; and I shall
now extend his method to bilinear forms, making a slight general-
ization by using bordered determinants in the place of minors.

Applying Sylvester's theorem * (on determinants of minors) in the
form given by Frobenius,f we have

(M)f -
, -V'k

where (r, s) denotes the value of Wk.x when £„ ..., £„ are replaced by
«j, ..., nn, and ?7i, ..., ijn by r\, ..., vn; so that (&, k) = A t ; also U'k, V

k

are analogous to Z7*, I'**, but with w * , ..., «„ in place of « n ..., «„>
and a similar change in the u's. To see the correctness of this equa-
tion we have only to notice that the elements of the determinant BO
written are all second minors of Wkrl, corresponding to the last nine
zeros of Wk+i", and these zeros are complementary to ^t.\. We
have also

(*,*), - ( / , , fc + 1)

, k+1)

UkVk-(k, lc) U'kV'k

for (k, k), —(k, k + 1), ... are first minors of A

Thus, expanding the determinants, wo find

or, dividing by

which is the extension of Frobenius's theorem.

We may accordingly replace the two consecutive terms
(UkVk/Ak&k.x) + (Uk+iVk+i/&k.lbk) in our expression for WJ&0 by
the quantity on the right of the last equation.

* nil. May., April, 18f>l.
+ In $ 1 of the paper jiiHt quoted ; or Crellc, Vol. LXXXVI., 1878, p. 44, § 3.
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Special cases of this theorem have been given also by Kroneckei**
and Gundelfingerf for quadratic forms.

For our future investigations we shall employ these results in
general when a,, is replaced by (\a,.,—brl); and Uk, Vk, A*, Wk will
generally be used to mean their values when this change is
made in them also, and (£„.. . ,£,), (i?M ..., ty») are replaced by

fi dA \ fdA dA\ . , „ ,
-•— ). (~—, ..., K-), respectively. For when these sub-
vy» v w, cxj

stitutions are made we have
A{\A-B)-\\ = -IF0/A0 = - 2(7J,F*)/(A*At_,),

and in this form we can expand A(\A—B)'XA as explained.
It will also be necessary to use the corresponding symbols with

, ..., . - ) in place of (|,, ...,&,), (>7,, ..., Vn) in

order to evaluate the expansion of B (fj.J{—/I)"1 I! in powers of /*; but
the two investigations are distinct and no confusion need ariRe.

It will be seen from Stickoiborger'R [taper (#/., §§ 1, 2, 5) that in
this method the tt's and i/s cannot be chosen entirely arbitrarily ;
but that in general the it's and v'n may be symmetrical (n" = «?) with
one special caRe of exception, when it may happen that for a special
value of k we may not have w* = i>* in Afc; we then avoid A* by using
our extension of Frobenius's theorem. For Stickelborger proves
that A*.i and AA.4l are not altered by this exception.

2. Application of Weierstrass's Methods to the " Singular " Case.

Kronecker (Berliner Monatsherichte, March, 1874, p. 156 ; Gesammelte
Werke, lid. I., p. 381) has remarked that the reduction of a
"singular" family of bilinear forms could be effected by applying
Weierstrass's method to a family obtained by suitably modifying one
of the original forms. Kronecker gives the necessary modification,
but does not complete the reduction; and, so far as I know, no
account of the whole investigation has yet been published.

We have seen in a previous paper (I'roc. Loud. Math. Soc,
p. 88, above) that, if | \A—B | and all its minors up to the

• Jierlincr Monatsbcrichtc, 1874, p. />9, $11 . ; or GesvmmcUc Wcrkc, Vol. I. ,
p. 349. I t iH given inoro completely in $ 1 of hifi paper on p. 397 of tho Monalu-
bcrichte (Werke, Vol. i., p . 423); the latter paper will bo quoted ns Kr.

t Crelle, Vol. x a . , 1881, p . 221, Lemma 2.
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(k—l)th be identically zero, some of the A;th minors not vanish-
ing, then A* (formed by bordering | \A— B \ with tt's and r's as
above explained) will break up into the product of three determin-
ants. Let the two Beta of us and v& be determined so that for

= 1, 2,

we have the one determinant* taking the form

A-, 0, 0, ..., 0 '

0, X-, 0, ..., 0

0, 0, A-, .... 0

0, 0, 0, ..., Aa*

while for u] = xr' the determinant takes a similar form with a
diagonal of unities.f

In the same way, for v* = cj'< or KJ, we are to have another de-
terminant in the shape

A*, 0, ..., 0

0, A* ..., 0

0, 0, ..., A"*

Krouecker's modification of A consists in adding terms; in fact we take

and apply Weierstrass's process to the family (\C—B). The first
step is to form the series of determinants A,, A2, ..., A* obtained
fi-om | XG—B | by bordering it with 7r's and K'S. We proceed to
examine their invariant-factors. To do this we note that

or 1,

o,

o,

o,
1,

o,

..., 0

..., 0

..., 1

-b,,)f: = a [(\ar,-&„)+ a A * . ^ ^
id1- e.l -

• This is the dctcrininant in which all the M'H appear, when A* is split up into
i'aotorH ; and the KCCOIUI determinant (iontains all the '•'«.

t It may bo well to remark explicitly that it lias been found conveuient to niter
the notation URed in my previous paper (thus, the present p's are the former K'S, &C).
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where /,' has the same meaning as in the paper already quoted, so that

Similarly, 2 (Aert-6lf) g'r = KtlP't (A'-) ;
f»i •

and analogous results hold for each set of / ' s and qr's.

Using these facts and bordering with the T'S, K'S in order, we see
that

for it must be remembered that in none of these determinantH can
squares or higher powers of any t appear.* Now, in order that these
powers of A may be the invariant-factors, it is necessary and suffi-
cient that the as and /3's should be arranged in descending order of
magnitude.

The next step is to consider the linear functions of x and y which
appear in tho process of reduction; the function U is found from

da do

A,(A) by putting the linear functions ' , ..., . - in the last row

in place of u\, ..., u'n. It is then easy to sue that

lyA, (A) = / | %Q +...+fH ~ + terms with /,A- as a factor.

Now, owing to the definition of the/ 's, we see that the expression

• For t\ would be multiplied by a determinant, euoh as

which vanishes identically.

Prig, PtQg

Pr 9ht P>9/>
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ia only of degree (a, —1) in A, not of degree a,,* so that we may write

17,/A, (X) = X, + A'2X+... +X.A.°"1-t-terms with tf,Xa as a factor

(a s «,).
Similarly, we shall liave

F^A, (A) = Y,+ Y,X +. . . + YaX^ + terms with £,X" as a factor

08 = ft)-
Thus we shall have, say

and then, according to the usual process given by Weierstrass and
Sbickelberger, we have to pick out the coefficients of I/A, 1/X* in the
expansion of — U^VJW; or the coefficients of A"*", A"*""1 in the
product

[X + + X X - ' + <X-(X

Hence we find the two sets of terms

(in 0)

It is easy to see that we find similar sets of terms for each pair
of indices a and ^8; we can now remove the terms in 0 which are
multiplied by /,, /2, ..., tk, and so obtain the reduced form of ^1. The
comparison of these terms showB that

... +p',yn,

-with similar results for each group of p's and g's.

Finally, it is to be noted that (as proved by Kronecker) the
numbers a, /3 in addition to the ordinary invariant-factors form a
complete set of invariants.

For

«o that A \f[ ^ + ... +fH ?— is only of degree o, in A.
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As a consequence of the results that

M * ) / M A ) = -<!*«.•'• ' ,

it should be observed that the 7r's, K'S do not give values of A,(\),
A,(X), ..., which are regular for the other invariant-factors of
| \G—B | . These must be treated independently (as is usually the

case in dealing with invariant-factors to different bases), and each of
them will give a group of terms of the ordinary type found by
Weierstrass and Stickelberger.

This general method of dealing with bilinear forms requires very
little change for the problem of quadratic forms or symmetrical
bilinears. In this respect it differs from Kronecker's last method,*
which requires special modifications in dealing with a family of
quadratics. Here we have only to note that a,. = />,.(r = 1, 2, ...,/<),
and that each q is equal to its corresponding p, and each K to n. Then,
clearly, each Yis the same function of the t/'s that the corresponding
Ŷ is of the tc's: and so, in the symmetrical bilinear family, we have

sets of terms

or, in the quadratic forms,

•I. Reduction of a, Single Alternate Form to a Canonical Shape
by Congruent Substitutions.

Here the number n of x's and of y's is even; otherwise \ would
vanish. We make the assumption that n° = — v,, so that all A's are
skew-symmetrical determinants, and hence A, = 0 = A8 = A6 = ...,
while \ , A3, \ , ... are all perfect squares.f

• Berliner Sitzungsberichte, 1890, p. 1225, for bilinear forms ; p. 1375, and 1891
pp. 9, 33, for quadratics; from which it will be seen that Kronecker's discussion of
the quadratic caee in much longer than that of the bilinear.

t Note, the A'S, &C, are here as originally denned, i.e., without any \ ; e.g.,
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Suppose then that k is odd; we can apply the preliminary lemma,
and we shall have

for these are both skew-symmetrical determinants of odd order.
Also, changing rows into columns and then clianging the sign of
every row, we see that

(fc + 1, k) = - (A;, k + l) = Ek say,

0,and we have

Hence JLl = -Tf*- + - i - ( f tF4- IW) .

Again, taking CTt, changing rows into columns, and changing the
signs of every column but the last, we see that Uk and Vk are con-
gruent functions of the £'s and 17's respectively. If, now, we write

> _dA _ dA .
t»— n.— • Vr — vr~»

dt/, oxr

we shall have that \Tk and Vk are congrueut functions of the x's and
y'« ; and the same holds for U'ki V'k.

Making this substitution for the £'s and q's, we have that

and so we have A = -TF* = W* + ~ i - ( ^ F j - ^.FJ),
Ao A , d 0 Zi",

Hence A is the sum of \n terms of the type just written, or
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which is the canonical type for an alternate foi'm.* Just as a quad-
ratio form can be reduced to a sum of squares in an infinity of ways,
so this can be reduced in an infinity of ways.

Jordanf has given a special case of this, which is obtained by
writing

«'. = 1, u'r = 0 ( r = l , 2, . . . , a - l , a + l. . . . ,»)•

Jordan takes (virtually) the substitution

Y dA v — J_ &A Y, _ dA v, dA
Cy, dxl 6y% axt

then (if a,, =fc 0) it is easy to show that the form

A-—(XT-X!Y)

is independent of the four variables xlt yv x*, ys; and, starting afresh
from this form, we can remove four more variables, and so on until
the whole form is reduced. It is not difficult to prove by induction
that the coefficients of the substitution are all Pfaffians. Thus I find

X, = (21) *, 4- (23) x,+ ... + (2n) x,,,

r(1234) * + - + ( 1 2 3 n ) * ] •

= (YaJ [ (1248) -^+ •• + (124n) «.] f

^6 = ( - j ^ - [(123456) *.+ ... + (1234511)

^a = ( 1 ^ - 4 j [(123465) .:„+ ... + (12346n)

&c,

• If n should be odd, it can be readily proved that

and then we find 4 ("—1) terms of the type just given.,

t Liouville'i Journal, Vol. xix. (2me ser.), 1874, p. 35.
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and then the reduced form of A will be

( 1 2 ) v " ^ 8 - 8 * 1 ' ' (1234) v

• (1234)
1 (123456)v B

where the numbers in brackets denote Pfaffians in the ordinary
way; for example,

(12) = a12, (1234) = aliast-\-anait-\-a^ «S4, &c.

FrobeniuB * has given a neat proof of Jordan's transformations ; and
E. von Weberf obtains a form equivalent to Jordan's. MuthJ has
published a short investigation showing how to modify a method
of Kronecker's§ so as to obtain the reduced form of an alternate
bilinear form by means of congruent substitutions; thiR investigation
(like Frobenius's) is, in the first place, concerned only with forms
whoRe coefficients are integers (in any assigned region of rationality).

K. von Weber also applies his results to reduce a family of alter-
nate forms; I had Avorked out this reduction independently (using the
transformation above), but shall omit the algebra here.

4. Simultaneous Reduction of a Symmetric and an Alternate Form
by Congruent Substitutions.

Let i4 ,5 be i-espectively symmetric and alternate; then we must
find first the invariant-factors of the determinant | \A—B \ . By
definition of A, B, we have

A. — A, x> — ~~ J >,

where accents refer to the conjugate bilinear forms. Hence

KA—B = \A' + B,

HO that I XA — B I = I \A'+h' I =

for the determinant of a bilinear form is equal to that of its con-
jugate.

* Crelle (1879), Vol. LXXXVI., p . 146 ; the speoial consideration of alternate
forniH i« in § 7 (p. ICG).

t Munchener Sttsinu/sberiehte (1898), p. 369.
t Crelle (1900), Vol. cxxn., p . 89.
§ Crelle (1891), Vol. cvn., p. 135.
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Thus for every factor (X—c)' of | \A—B | there will be another
(A+c)1.

Further, if c be complex (and if the coefficients of A and B are
rea/), there will be two corresponding conjugate complex roots c0, —o0

(where c0 is the complex quantity conjugate to c) ; but, if c0 = —c, or
if c be a pure imaginary, these two (c0, —c0) are the same as the other
two (—c, +c). We shall prove now that the invariant-factors of
| \A—B | occur (in general) in pairs.

Consider the value of d* when the sign of X is changed; first inter-
change rows and columns and then change the signs of the first n
rows and the last h columns. Remembering that a,, = a,,., bn = —b,n
we see that the new determinant only diifers from $k by having the-
M'S and r's interchanged; but Stickelberger has proved (St.,'§ ft)
that we may in general take ua

r — v"; and, making this assump-
tion, we see that changing the sign of X in AA will only multiply AA.
by(-l)-*.

So, writing Zk = (X-C)7(A) [/(c) =£()],

we have (-l)"-*At = (-X-c)'f(-k).

Thus At has factors of the type (X—c)', (X + c)' in pairs; and the in-
variant-factors (which are obtained from the quotients Ajt_,/At) will
occur in pairs of the type (X—c)', (X + c)*.

This theorem is due to Kronecker [Kr., p. 440 (p. 477)]. We
shall now combine the terms in the reduced forms of A, B which
correspond to the pair of invariant-factors (\ —c)% (<\-rc)e. We have
to split A (XA-B)'1 A into partial fractions; thus we consider only
the special fraction — (Z7*V»)/(.l*_i A*), and evaluate the fractions in
1/(X —c), l/(X+c) which can be obtained from this. As explained
before (p. 322), we only require the coefficients of 1/(X—c), 1/(X—cf,
l / ( \ + c), l / ( \ -f c)\ To find them we write X = c + t, X = — c + t\ and
expand first in powers of t, then in powers of t'.

We shall take for the present ET* to denote the value of Ut with
A = c-r£; and U'k its value with X = —c + t'. The same notation
will be used for Ak, Vk, and then we have

[— c + t') «,,—&„, u% uk
r | /r, s = 1, 2, ..., w \

«:, o, o ^ a = = 1 » - > . . . . * - i / '

*A-> o, o
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writing the determinant in the shortened form suggested by
Frobenius and Nanson.

Change the signs of the first n lows and then of the last k columns
in 17*; finally, change i-ows into columns, then (remembering

Uk=(-iy>\(c~t')a,,-b,,, n;, <!A

0, 0

«', 0

«*:,
...*

Hence, if we change the X'H to T/'S and write t' = — t in V'k, we should
have .., . ,.„ .. Tr

and, with a similar change,

By the same process we find

" Ai = ( -1 ) ' -*

where t' = — t.

If, then, we write

wn shall have

'•/k 'k _ — J / y _ vr ./ , y i'l _

i*Jt A* -1 \ — t )

where 1'. is the same function of the ;y\s that X,. is of the ;i:'s. Now
the terms wo requiro will come from the coefficient of 1/t, 1/i3, 1/7',
l/t"\ which will be

respectively. These will be parts of the coefficients of 1/(A—r),
l /( \-c)*, l/(A. + c), l/(X+o)J in the expansions of A (\A-B)~XA in
]lowers of (\—c), (A + c).
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Finally, combining these terms as explained (p. 323), we find the
corresponding parts of A, B in the forms

(A) Xl

where the substitutions are congruent.

It maybe observed that the substitutions will all he real; and,
further, that by means of a similar process, interchanging the parts
played by A, 13, we can obtain

(A) l-{Xl
 1

c

HK typical terms in the reduced forms.

In case c, is a complex quantity, we shall have an exactly similar
pair of terms from using r0 instead of c; if it is desired to restrict
ourselves to real transformations, we can combine the corresponding
terms after first dividing them into real and imaginary parts. If c
be a pure imaginary, X,. and A'eM. will be conjugate imaginaries.

If c be zero and c be odd, wo may still write «" = •»•;'. (St., § 5), and
in this case there will be no invariant-factor paired oil: with this one.
Hut wo shall have

?A

and, treating this as before, we find

y* = ( - i y

ut

or """

0,

0,

0, 0

0, 0

where in F4 wo replace A by (—A) and tht> //'s by .c's.
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Tims, if c = 2p + l, we have to pick out the coefficients of A2',
X4''"1 in the product

where Y,. is the same function of the i/s that X,. is of the x&. So
we have typical terms

(A.) A j i t y + j — - ^ j i ? p " H • • • — - A g p * s " T A j p + | y j ,

Now return to the caBe of exception previously alluded to (p. 326),
which occurs when c = 0 and the index of an invariant-factor is
even; then (as shown by Stickelberger) it is not permissible to write
n* = v", and, to avoid this difficulty, we use the preliminary lemma
given above. In the first place, one of the consecutive invariant-factors
is the same {St., § 5). Suppose that the invariant-factors (to base X)
given by A*..,/.^ and AA/Ati,! are the same; let their common index be
I'., where e is even. By our lemma Ave have a part of A (\A—li)~lA,

- -•.,• * O + i , fc+i) ukvk+{k, k) irkrk

-(fc + l, k) U'kVk-(k, fc + 1) UkV'k],

wliere in all the determinants we writo (Xar, — 6,.,) instead of a,.,. We
may assume now that n' = v"; this will make (&, k) and (fc + 1, fc+1)
diviHiblu by a higher power of A than appears in every £th minor of
| \A — B | (St., § 5) ; let that which appeal's in every fcth minor be

\', so that A'*' divides every (k — l)th minor and A'"' every (fc+ l)th.

T h l l S ' i f A = X ' - ( i +

we have, by changing the sign of X as above (p. 335),

But ^, =pfc 0, or A4., would be divisible by a higher power of A than
A'*e, and so (n—k + l) is odd (as e is even). Also, from the last equa-
tion, c., = 0, o4 = 0, &c.; so wo may write

A4.1 = x'-(^+a8x8-ra6A*+...).
\ror,. X X X I I . — N O . 7 3 1 . 7.
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In the same way we have

Again, if we change the sign of X in (&, & + 1), we get (& + 1, lc)
multiplied by ( — 1)""*, and so we write

, k) = (-l)-**'X'(yi-

and, applying the same process to (k, k), we see that, if

(&, k) - \ ' (a, + a,X + a8X9+...),

then also (&, k) = — X' (<«, — a2X4-a3X
s—...).

Hence at = 0, a3 = 0, ..., and so

(fe, k) - XUI (ou + a4X» + aeX« + ...).

Similarly, (fr + 1, fc + 1) = X1*1 (/Jf + /34X«+AX*+...)-

Using the same urgumcnts, we readily see that, if we write

•fft = xl(*1+*1x+...), w;=sx
l(fi + 6x+...)>

then r4 = - X' (n,-%X+...) , Fi = -X 1 M—i^X+...),

where rjn r\, are the same functions of the T/'S as £r, & of the a's.

For brevity write

(7?) = 1i—«ljA. + . . . , &c,

(y) = y j+y« x +•••» (y') = y i—

.then wo have our typical term in the expression for A (\A— 2?)"' J ,

- i- ^-^- [
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then (H), (H) are derived from (5f), (£7') respectively, by changing
A. to — A, and the ;»:'s to yJn ; further, (p), (5) are even functions of A.
With these abbreviations we see that our typical term becomes

It is now possible to determine (<?), (/*)» ((j'), (&') power-series in A*
so that the expression in square brackets is equal to

or to

where (Y) and (Y') are obtained from (X) and (X') respectively by
changing the as's to y's, and A. to — A.

Now, if we write

X1 + X,A + X,A1+..., ( Y ) = Y1^

it is clear that Y,. is the same function of the i/n as Xr of the re's, and

we find that the coefficients of 1/A, I/A2 in A [(X)(Y')-(X')(Y)]
are respectively

X| Y.2e + X2 Y-.,. 1 + ... + A.^., Y2 + X.2(! Y,,

(X, Y2i_,—Xae_, Y,) + (X,Yi(,.2 — X2e.i!Y8)4- ... + (Xe_, Y4(1—X,+i Y,.,),

and these will be the reduced parts of A, B cowesponding to the
pair of invariu.ilt-factors A.', A' (c even).

In considering the infinite roots of | \A—B \ = 0, it is easier to
treat them as zuro roots of | pJi—A | = 0. Wo use the same
notation sis before, but with {fib,.,—ar,) in place of (Aa,,—&„), and

* We have to consider au exprcHnion of the type x'!/—xyf + (ixt/ + bx'y', which in

equal to [(*' + #e)(y - ay') - {.( + a.r'){>/ - /3//)]/(l + a/3),

provided tliat 'Ifija = - 2ajn -- (1 + aj3).

TIIOHC equations will detenninn a, /3 l»y solving a Kinple quadratic equation. ]n
the Hpcuiul case required a, #, it, l> will be power-series containing only odd power*
of A.

7, 2
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(iH dji , - dA <)A. , , .,, .,
— , in place of —-, ----, and we are concerned with the in-
O.v,. ay,. Ox,. 07/,.
variant-factors to base [x only.

Such invariant-factors may occur singly with an even index
(St., § 5); but in pairs if the index be odd.* We shall consider first
the case when the index is even, then we can treat one invariant-
factor by itself ; in this case (St., § 5) we may still put u" = v".

We readily see that changing the sign of /x in A* only interchanges
the rows and columns, and so does not affect the value of AA; but the
corresponding change in Uk gives ( — Vk), with the T/'S changed into
.r's, for —— = — •_ - if the i/a are changed into .r's (as li is alternate).

Thus Ave have (if e = 2p) to pick out the coefficients of yu.2p"2, /A2'"1 in
the product

•whore Yr is the same function of the y'a that X,. is of the re's. Hence
\vu lind the typical terms

(A) — A i Yjp- i - f -X t Yty-2 ••• + -A2j,_2 J : j—X.2 l , - j

(li) (XlYiv-X2pYl)-(XiY,l,.^X.Jl>.,Yi) + ..

We have now to consider the case of a pair of invariant-factors of
the type / / (ft odd). The investigation of the corresponding reduced
parts of A, B offers little difficulty after the reduction for the pair
X', X (c even) ; we give the similar results without full explanations.

Changing the sign of fi in A*_i, Ai+i will not affect their values, and
HO we have

where c is odd and I is odd [instead of («—h + 1) being odd, as before].
Thus we may write

(A-, h + l) = / i ' ( y . + yj/t + y,,/*1+ . . . ) ;

then (k + 1 , li) — - p! ( y , - yajt + V:1/A
S— ...)

• This theorem (and tho ooifcsponcling one ruliiliuj^ to the iiivnriant-factora of
| KA — B | to buso A) are due in the tirwt place to Kroneckor [A'»\, p. 441 (p. 477)].
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by changing the sign of /A. Also

We shall have also Uk — // (£, + £./' + £

/*s — • • •)»

where r/r IR the same function of the T/'H as £,. of the w's. Similar
results hold for U'k, V'k.

Just as before, we can reduce the expression for

to the form l
f [ (X) ( Y ) - (Y) {X') ] .

where (X) = X1 + A> + Xs/*
8+..., (Y) = Y I - r ^ +Y,/i2- . . . ,

Yr being the same Inaction of the T/'S that .XV is of the x's. Hence we
find the typical parts

(A) X1Yu.l + XtY3..*+... + Xu...Y% + Xa,.lYl,

... + (A'# Y, + 1 - X. + 1 Ye).

If | XA — B | = 0, we may apply the method explained above (§2,
p. 326). Here we have ft,. — a,., for, by in torch .'inging the _;J'S and 7's
and changing the sign of A, we do not alter the value of ^*(A) (except
possibly in sign); hence the invariant-factors belonging to these terms
will be of the type A.'-"+1, and so (as before, p. H'iG) we may take
each q equal to the corresponding p. Then, by the same investigation
as given for the case of invariant-factors to base A, wo find the
typical groups of terms

0) XlY.Jn.i-XiY,a+...+(-iyiXa^Yati + ...-X.IaY.2 + X,a^Yu
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Thus we have in the original forms

(A)

(J5)

... + (-l)-I(XoYa+.-A'o(iro),

and there are Rimilar sets of tenns for each o. These a's are
Kionecker's Miuimalgradzahlev, and may be found as described in
my former paper (Proc. Loud. Math. Soc, pp. 87-02 and p. I l l
above); the invariants used by Kronecker are the numbers 2a + 1,
which are the numbers of variables in the sets of reduced tenns.

We have now six types of reduced forms, corresponding to five
types of invariant-factors and the singular case, when | \A — 11 | = 0.
These will be found to be in agreement with Kronccker's results,*
except in the arrangement of suffixes; there is also a superficial
difference in the first and second classes (followingKronecker's order
of arrangement, the sixth and first in the foregoing), due to the fact
that Kronecker has reduced his results so as to give the neatest type
for the bilinear form (A + H). To indicate the real agreement it will
be sufficient to consider two special cases—

(a) Corresponding to the case | X.A — B | = 0 , with a Minimal'
gradzahl 2, Kronecker gives the type

A + B =

and so A—B = A' + B' =

Making the substitutions

srI + 2*8+<r6 = 2X,, x, + xA = 2XV

a-, - .r6 = 2X3, - xt + a-4 = 2 X,,

xl-2.rs+,r6 = 2X6,

with the congruent substitutions for the y's, we find

A =

agreeing with our general result.

• Soo the paper Kr., p. 440 {Wrrhr, B(\. i., p. 47;'>) : tlio list in reproduced on
p. 146 of Dr. Muth's T/ieorie der Elcmeiitarthcilcr, Leipzig, 1899.
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(/>) Again, Kronecker gives a form

A + B = x

and so -4 — 7? =

If we put a = (l + c)/(l — c) and then make the substitution

^

with the congruent substitutions for the y's, we have

agreeing with what lias been found before, corresponding to the
invariant-factors (\ —c)2, (\ + c)3 of | \A — B \ .

5. Application of the lleductinn to Properties of Autoviorphic
Substitutions.

Herr Alfred Loewy * has proved certain propositions relating to
automorphic substitutions of a real symmetric bilinear form (or of a
quadratic form) of non-zero determinant. These are deduced (in
§ !>, p. 424, of the paper quoted in the footnote) from similar
properties proved for conjugate imaginary substitutions which are
automorphic for Hermite's forms (see below, p. 350). The following
investigation is complete in itself.

Suppose that 6' is a real symmetric bilinear form and P a real sub-
stitution automorphic for/S; then, in Frobenius's symbolical form,

P'SP = S.

Krobenius has provedf that we can find Po similar (Jihnlir.L)X to P
and So congruent with S, so that P'0S0P0 = So. Further, Pa,S0 will be
each separable (zerlctjbar) into two parts such that P0 = Pl + Pi,
»S'O = »S'i + Stt where the variables in P,, Sl are the same and do not

• Kova Ada leop.-Carol. Akad., 1898, Vol. LXXI., p. 379 ; an abstract appeared
in Math. Annakn, Vol. i... p . fif)7.

t Crrllc, 1878, Vol. J,XXXIV., p. 1 ; this proposition is priven in $ 10.
X Two formn P, Po arc called ahnlich by Frobonius, if a third form Q can bo

found such that i'o - QPQ-\



344 Mr. T. J . FA. Broinwich on a [June 14,

appear in P9, Sv and vice versa ; finally, P\ #, P\ = #„ Pg^Pj = tf,.
The invariant-factors of | P,-AZ?, | are all those of | Po—A77 | (or of
| P — AJ5? | ) which have the base (A-fl); and the other invariant-

factors of | P—\E | appear as those of | P9—A.J572 | . Here the unit-
form E {Einheitsform) has been separated into Ev E% in the same way
as Po, £0. The process followed in finding P,, #,, P2, S3 from P, S
«hows that these are all real and obtained by real transformations.
Then we have

where Tv 1\ are real alternate forms, each containing only the
appropriate set of variables.

It follows that | P, —A/iT, | has the same invariant-factors sis
I -Z 1 , | 0 , = (1+A)/(1-A)], and | Pi-\E% | the same as

i
Now, by hypothesis, | Pl—\El | has only invariant-factors of tlie

type (1 + A)'; so that | ftlSl—Tl \ has only those of the type /i*.
Thus, if c be even, we have a pair of equal invariant-factors, and
the corresponding part of #, is (p. 339)

and the siijnaturc* of this is zero; while, if e be odd, we have ii single
invariant-factor giving (see p. 337)

and the absolute value of the signature is unity. It follows that tho
signature of #, is not greater (in absolute value) than the number of
odd indices of invariant-factors (1 + A)e of | P0—KE \ .

Now take S2; we have hex*e five cases—

(i.) The pair of invariant-factors (fa—c)\ (fa + c)' ( c ^ O and real),
corresponding to (A—h)', (A—1/6)' (62 ̂  1, and b real).

The corresponding part of $, will be

which has signature zero.

* Frobciiius ilcfincH Hie .si'/na/urc as the number of positive squares, less the
number of uegutivo nquures, when the form is reduced to squares by real trniiH-
formatione.
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("'•) v't> K ('• even) corresponding to (A.—1)*, (A—-1)'. Hero the
reduced part of St is the same as in (i.).

(iii.) f*'z (e odd) corresponding to (\—1)*. Here the reduced
part of So is1 . . .

«i y. + *2 y-\ + • • • + x* Vv
with the absolute value of the signature equal to unity.

(iv.) (fi,-c)e, (/i2 + c)e, (/*,—c0)', (^ + coy (c imaginary, with r0 for
its conjugate, c + co^O) corresponding to (\—/>)', (\—1/6)', (A—/>,,)'
( \ _ l//,o)«. We find for £, the part

(«-'i?/2.+ ••• +a;2eyi) + the conjugate imaginary,

and we can readily reduce this to a real form, whose signature is
seen to bo zero.

(v.) (fi.x—c)% (MS + <0* (c pure imaginary), corresponding to (A. — ///.
(A-l///) (mod 6 = 1). This gives for S,

and, from the method used in making the reduction in the last section,
.(•„<,. and ;t:,. are conjugate imaginaries. It is now easy to see that
the signature of this part of *S'2 is zero if e bo oven, or 2 if e be odd.
It follows that the absolute value of the signature of *S, is not greater
than the number of odd indices of invariant-factors of | P8 —\7(? | of
the type (A — //)" (mod h = 1).

Hence, finally, as the absolute value of the signature of /S'o = NI + NJ
is not greater thnn the sum of the absolute values of the signatures
of #, and /S',, it follows that the absolute value for So is not greater
than the number of odd indices of invariant-factors of | 1\—AW | of
the typo (A—h)e (mod b — 1, including b = dbl). But, since Sn is
derived from <S by a real substitution, their signatures are equal; and
since./', Po are similar, the invariant-factors of | P— \E \ , | Po—\E |
aro the same. Hence the theorem follows :

If V be <t real substitution which is automorphic for the real
quadratic form S, the siynature of S is not areater in absolute ralnr
than the number of odd indices of invariant-factors of | P—\1'J | ,
only tluisi>. of the type (\—b)' {mod b == 1) being counted.

This theorem is equivalent to the inequality in § 9 of Herr Loewy's
paper. I Terr Loewy asks mo to .state that this form of the theorem
was familiar to him when his paper was published; but that, for the
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applications he had in view (§§ 10-12), the form of the theorem given
in his paper was found more suitable; thiR form of the theorem can
lio deduced immediately from the above by introducing the character-
istic (as defined by Loewy)* of 3. A similar remark applies to
the theorem stated on p. 163 above.

6. Simultaneous Reduction of two Hermite's Forms to a Canonical
Shape.

A Hermite's form is a bilinear form in which the coefficients
a,.,, a,,, are conjugate imaginaries; and the variables a-,., yr are also
conjugate imaginaries, but, for purposes of symbolical calculation, it
is often convenient to leave this out of reckoning, just as we fre-
quently use symmetrical bilinear forms instead of quadratic forms.

Symbolically, a Hermite's form (A) is defined by the condition

A' = A0

where the suffix 0 indicates that we should take the conjugate
imaginary of each coefficient (the effect of the suffix is not to bo ex-
tended to the variables).

If A, B are Hermite's forms to be reduced to canonical shapes,
we are restricted to conjugate imaginary substitutions on the aj's
and the y's; we have thus, in Frobenius's notation, to determine a
form S which will give

S'0AS, S'0BS
as reduced forms.

We shall see that we can modify Stickelberger's results (<*>'£., § 1)
so as to reduce A, B by substitutions of the type considered. We
sliow, first, that the invariant-factors of | \A—B | occur in pairs of
the form (A—c)', (A—c0)', where c, c0 are conjugate imaginaries.

For, according to Stickelberger (St., § 5), we may always choose our
«'K and r's so that u", v' are conjugate complex quantities ; in fact,
they may be real and equal except in two special cases. With this
assumption, take the conjugate imaginary of A* (without changingX)
and change rows into columns ; we then have A* once more. Hence

^ = (AA)0.

Thus, if At = (A-c) f{\) [f(c) =£ 0],

we have At = (A-co)'/o (\) [f0 (c0) ^ 0].

* The characteristic of a quadratic fonn in the number of pomtivc or negative
squares in the reduced form; the smaller of tlie.se numbers being taken.
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It follows that factors of At of the type (\—c)', (\—co)
f always

appear in pairs, and thus, since the invariant-factors are given by the
series of quotients Ajt_i/A*, the invai'iant-factors also appear in pairs
of the type (X—c)', (\—c0)'. If c is real, or c = c0, this result will no
longer hold.

Next we combine the parts of the fraction — (!7tFfc)/(AtAt_i)
which are obtained from the invainant-factors (\—c)e, (A—co)

e. Let
U8 write Uk for its value when \ = c + t, TJk for its value when
A = c0 +1'; then, taking the conjugate imaginary of U'k (without
altering the aj's or t'), we find, changing rows into columns,

«;, 0, 0

«J, 0, 0

/r, s = 1, 2, ...,»» \
\ a = l , 2, . . . , * - ! / *

Now Q is the same function of the a's as ,— is of the y's, by
oyr Ox,

definition of A. Hence, if t' be changed to t in (?/£),„ we obtain the
same function of the aj's as Vk is of the y's. Similar results hold for
( V'k)a and Uk. Hence we may write

a m l

where the X's are derived from the x*s and the Y*& from the y's by
conjugate imaginary substitutions, by virtue of what has been
proved connecting 174 and V'k, U'k and Vkt &k and A£.

' Combining the coefficients of \jt, l/<?, 1/ '̂, l/^'2 (as explained
pi-eviously), we find the reduced parts

If c = c0, we do not have a pair of invariant-factors in general; but,
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writing A = c.4-t = co+tf, we find that

dy, \ a = 1, 2, ..., A—l /

0, 0

i «*, 0, 0

which is the same function of the JB'S as V is of the »/'M

(by virtue of the relation between - - and — J.

Hence, if we write

we have T't = t'(

where the £\s are derived from the a?'s and the »/'s from the
conjugute imaginary substitutions. If wo write

H by

we shall have (8, + &,/+ 83̂
2 +. . .)0 = 8, + 8tt + S,tt* +.. . ,

i.e., 8,, Sj, 8S, ... are all real.

So write — 4/A_, = *v"e(a, + a.* + ...)S.

and then a,, a4, ... will be all real.* Thus

_ UkVb = 1

If we write now

the substitutions for the Vs and X's ai-e still conjugate imaginurius.
Accordingly tho reduced parts are

(A) -YJye+A',yi., + ... + -Y.y1,

* They mi^ht bo pure imn&'inaries, but wo can avoid this by changing the Hijrm
of tlio resulting tcnns in A, Ji ; thin change is equivalent to removing tho fnctur
from each a.
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The case c = 0 offei'8 no special feature; and the case of infinite
loots is treated, as usual, by taking them as zero roots of
| /JB—A I = 0. We shall thus find reduced parts (for c = oo )

{A) X1Y.

It follows that the problem of reducing two Hermite's forms by con-
jugate imaginary substitutions has been completely solved, except in
the singular case when | \A — B | == 0.

In the singular case, following out the method given above (§2,
p. 326), it is easy to see that reduced forms of the types

(A) x1r2ot,+x2yia+...+x.Ya+2+xa+2r.+x.<3ra..1+...+x2o+1Y1,

will appear, where o is a Minimidgradzahl.

Collecting all our results, we have the following theoi-em :—

Jf A, B are tivo Hermite's forms, and or is the absolute value of the
sit/nature of B, then

or < the number of odd h's + the number of even Vs,

whan; h is the index of any invariant factor of \ X.A—B \ correspond-
ing to a real root (not zero) and I is the index of an invariant-factor
to base X. • If | A | = 0, toe are to include in the Its the indices of
Invariant-factors corresponding to infinite roots of | A.A — B J , such
indices being determined as those corresponding to zero roots of
| A-fiB | = 0 (r/. Proc. Lond. Math. Soc, pp. 158-163 above).

This result holds still if | \A — B \ = 0. In this case, if the k-th
minors of | \A—B \ are the first which do not all vanish identically,
the number of invariant-factors to base \ is (d'—k) ; and the number
corresponding to A = co is (d — k), where d, d' are the defects of A, B
respectively (i.e., n — d, n—d are the ranks of A, B).

This theorem is slightly extended from one given by Loewy
(Crelle, Vol. cxxn., 1900, p. 69) ; the changes are due to the inclusion
of the possibilities (i.) \ A \ = 0 , (ii.) | \A—B \ = 0. Loewy'sproof
depends on reducing the Hermite's forms to two real quadratics ; but
it is interesting to see the connexion with our former reductions.
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7. Simultaneous Reduction of a Hermite's Form and an associated
Hermite's Form; with an Application.

We first define an associated Hermite's form (beigeordnele Hermite'sche
Form) ; B will be such a form if B' = — Bo. Bilinear forms of this
type have been introduced by Herr A. Loewy in investigating
automorphic substitutions for Hermite's forms.*

If A be a Hermite's form, and it is desired to reduce A, B by
conjugate imaginary substitutions, we have only to observe that, if
B = z(7, we have Bo = — iO0, and so 0' = Go. Hence C is a Hermite's
form, and the problem is solved at once by means of the investigation
in the last section. We can, of course, give an independent investi-
gation (which was the method I followed originally), but this is rather
longer, and the results do not reduce to so neat a form without extra
labour.

The problem of § 4 ought to be deducible as a case of the above;
for a real symmetric form is a special case of a Hermite's form,
and a real alternate form of an associated Hermite's form. If such a
connexion could be pointed out, it would shorten the investigation of
§ 4 consideiably.

The application is to find an alternative proof of the fundamental
inequality of § 5 in Loewy's paper. Loewy shows (§ 4) that, if S be
an automorphic substitution of a Hermite's form (A), so that

S'0AS = A,

then S can be reduced to. the form

where B'o = — B (or B is an associated Hermite's form), and <f> is some
real angle.

In order to examine the characteristic equation of S we consider
•the form (rE — S) ; now

W)-1 [r (A+iC)-e"(A-iC)] (7? = iC)

<1)-1 (O-sA),

• JVbva Ada Leop.-Carol. Aka.i., Vol. L X X I . , 1898, p . 379, } 4 ; and Math.
Aimaleu, Vol. L., p . 557.



1900.] Canonical Reduction of Bilinear Forms. 351

whore 8 = i (r — e'*)/(r+e'*).

Hence, to investigate the invariant-factors of | rE—S | , we have
only to find those of | sA — 0 | , where G is another (arbitrary)
Hermite's form; corresponding to an invariant-factor (s — c)' there
will be one (r — />)*, where />, c are connected by

or & = e '* ( l -

It follows that, if V corresponds to o0, we have

Henue, taking the conjugate imaginary,

or bb'o = 1,

i.e., K = l/b or fc' = l/b0.

Hut, if c be real, b' = />, Hinue c0 = o, and thus bb0 = 1 or mod 6 = 1 .
We conclude that invariant-factors of the type (?• — ?>)', ( r—l / i 0 ) '

occur in pairs, unless mod b = 1. Corresponding to the pair of
invariant-factors (*• — <;)', (* — <\,)', we found a part of A of tho typo

x, yu + ar, 2/s.. i + ... + x.u yv

Taking the pair of terms xxy.ia + x.uyx, we can write them in the form

2 [ (*i + *u) (Vi + Vu) ~ («h - a*:.) Oji ~ V2.) ] ,

and similarly for every other pair.

J t follows thnt the characteristic* of this part of A is c ; and Iho
signature* is zero.

Xext, if c be real, we have a part of A, corresponding to (•*' — ''";',
when mod b = 1,

* Loowy (§ ;'>) dofiiu.'H the characteristic (<•/') of a IIumiito'B form G as tho aranllor
of tho twoiiuiiiliui'N y, («— q), wlion 61 is put in tho form

v "
U = 2 Xa.'/a— 2 .(„;/.

a . I a . , ^ 1

(tlio vuriulilcH bcin^r conjug'ato ima^iimrics). IVobouum defines tho signature (a) of
IS IIH ('hi — H) ; MO tliat 'lq' = /( — mod <r.



352 On a Canonical Reduction of Bilinear Forms. [June 14,

for which q' = \e or \{fi—1) and mod <r = 0 or 1, acconling as c is
even or odd. Now the characteristics of a sum of sets of terms is
not less than the sum of the characteristics of the sets separately ;
while the absolute value of the signature is not greater than the sum
of the absolute values of the signatures of the separate sets. Hence,
combining our results, tve have that

I o- j < p,

where '2s is the sum of the indices of all the invariant-factors of
| rl'j — 8 | which vanish for values of r whose absolute, values are not

unity ;* h represents the index of any invariant-factor which vanishes
fur a value of r whose absolute value is unity, E(\h) is the greatest
inteijer contained in %Ii. Further, p is the number of the odd h's.

The above is Loewy's fundamental inequality (§ 5) ; it is, of course,
assumed that (A), the determinant of A, does not vanish ; or we
should have to consider some further possibilities (us on p. 349).
This proof was originally sketched out in a letter from me to Herr
Loewy (April, 1900) ; but the proof of the reduced form of -4 which
I gave there was insuflicicnt. Herr Loewy is publishing a short
notef in which he proves his inequality by combining my suggestion
with the results of a recent paper of his own (t'relle, Vol. exxn., 1900,
,.. 53).

The theorem in § 7 of Loewy's paper becomes almost intuitive by

this method of investigation. This theorem is to the effect that, if
wo aru given a set of invariant-factors satisfying tho above in-
equality and a Hermite's form A, then we can find a substitution
which (with its conjugate imaginary) is automorpliic for A, and
whose characteristic equation possesses the assigned in variant-factors.

• TIICNO invainaut-faotors occur in pairs with equal indices ; so that the sum of
their indices is an even number 2s.

t (ioU'myer Nachrichtm, Juno 30th, 1900.




