1875.] * On Partial Differential Equations of the Second Order. 43

On the Solution of certain Partial Differential Equations of the
Second Order having more than Two Independent Variables.
By H. W. Lroyp Tanner, M.A., Professor of Mathematics and
Physics, Royal Agricultural College, Cirencester.

[Read Dec. 9th, 1876.]

The equatiouns in question are included in the form

‘-n an
3s Vi jaam t Vo =0 SRR ¢ ) )
‘-l il
where V, V, are functions of z,... #,, @, p ( j: ) . Pu (‘:" %.)
1 "

*“ Suppose that there exists a solution
Fla,a .oz, 2, ¢ (g, g %y) ..} =0

involving an arbitrary function ¢ of the n~1 quantities u,, u,, ... ©,_;,
functions of z, @, z, ... ,, whose values are independent of the form
of ¢. It is obvious that the arguments w, u; ... %,., (although they
may without loss of generality be regarded as determinate functions of
2y, Tyy Ty ... T,) are not of necessity determinate functions of 2, z, ... 2,;
for, taking v, v, ... v,_, any particular values of w, u, ... %,_,, then
the general values are o, u; ... %,.,, each of them equal to an
arbitrary function of v, v, ... v,,; and it hence follows that
®yy % ... U,y are each of them a solution of one and the samo partial
differential equation of the first order, viz., this is the equation

(%) (52). - (52) i=o
(2) (@) - (&) |

dvn~l (dtn l) (':_ly'_\:]) ‘

( dx, ) dz, I’ \ da,

where v,, ... v,., are regarded as given fanctions of z, @), ... #,, and
(“75—2) means %—'+p|d”‘ &e. ...

“We propose in the first instance to investigate the conditions which
must be satisfied in order that (1) may have a solution of the form
above referred to; and when the conditions are satisfied, to determine
the solution. It will appear as a result that in certain cases there will
be two sets of arguments—say wu,, ug, ve. %,y the arguments of an
arbitrary function # and 4w, U, ... U,_y the arguments of a second
arbitrary function ¢, where in*like manner u, U, ... %,, are not of
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necessity determinate functions of 2z, #,, ... z,, but are the solutions of
one and the same partial differential equation obtained by considera-
tion of & set of particular solutions V1, Vay ves Upoyj OT that there will
be a solution

F {mls Loy ooo Ty 2, ¢(uls Uy ... un-l): 3("71: ;;2’ ves ;;c-l)} =0
or, it may be, involving also the integrals of these arbitrary functions
in regard to each or any of the arguments. '

“The arguments w,, ... ¥,_, and u, , ... %,.; may without loss of
generality be regarded as determinate functions of z, 2, 2y, ... @,; and
it is convenient so to regard them. Say therefore that there are
2n—2 arguments w, ... %,., and % ... %,.,, each of them a determi-
nate function of 2z, =, @,, ... 2,.” *

Three cases arise for discussion.

1. If =1 of these arguments be independent, the given equation
can be transformed to an ordinary equation of the second order. The
arbitrary constants in the solution of this are to be replaced by arbi-
trary functions, of each of which the arguments will be the n—1
independent quantities. In this case we have for all values of 1, 7,

V.V, —V;=0.

2. If n of the arguments be mdependent the eqnatlon is always

reducible to the form
4

2 A (dE.dm

where &. m, are the n independent a.rguments. In this equation A,,
P, Q are functions of & ... », only, and the coefficients A; do not in-
volve n,.

If:Z’ be linear in {(=Z¢ +W say), and the conditions

zAa-E—._Z PQ_—

be satisfied, the solution contains the arbltrary fnnctions only.
If Z' be linear in {, but these conditions are not fulfilled, the
solution is of the form

{ =4+ ’z' X, (24 %)"’@ oo b))

)+Q X z=0,

-
i=1l

+3 H:( dn, )H‘I’(m R E

=0
and the quantities X, H,, n;... n,., are determined by linear equa-
tions of the first order.

. * I have to thank Prof. Cayley for this statement of the question proposed for
investigation in the present paper.
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If Z’ be not linear in ¢, the solution, if it exist, must involve integrals.
of the arbitrary functions (which may be replaced by derivatives if the
solution is finite). This case is not discussed in the present paper.

8. The case in which n+1 of the arguments are independent is also
omitted from the present investigation. It is noticeable that this case
has no analogue in the case of equations w1th two independent
variables.

No other cases can arise, since the ﬁ a,rguments of either funec-
tinn must be different. Hence there cannot be less than n—1 inde-
pendent arguments. Neither can there be more than n+1 independent
arguments, since these arguments are by hypothesis fanctions of only
n+1 independent quantities 2, ... z,, 2.

.When 7 of the arguments of one function are identical with » of the
dther, (1) can be transformed to an equation having only n—r
independent variables. A

The paper conclndes with a note on the application of & similar
method to equations of an order higher than the second.

Determination of the Arguments.

1. Let one of the arguments of one of the arbitrary functions (¢ say)
in the solution be . We may assume that none of the derivatives of

¢ with respect to « occur in the solution. For, supposing %3 to be
the highest derivative, we may replace it by an arbitrary fanction y, so

that any lower derivative g;f, would be represented by the indefinite

integral :u;‘-'; Y (v). The solution may therefore be written in the form
Flay 2 ... 20 2 0 (8, ...), ...} =0 .eervininniieennn(2),

where F involves none of the derivatives of ¢ with i'espect to w.
Differentiate (2) with respect to @, ¢; in succession, and retain only
the terms which involve the derivative 3—;%, either directly, or implicitly
dz

n doda; Thus

@z (dF , dF dg d } dF d's du\,. _

dz‘dm,{ t s ¢ “du'd z+& te +dq> du( )(da;i)+"'_0’
. (du du

where (—-) "'das( +pi

Multiply by Vy, and take the sum of all the equations formed by



46 H. W. Lloyd Tanner on the Solution of [Dec. 9

giving to ¢, 7 all values from 1 to » inclusive. Since (2) is a solution
of (1) this sum may be written in the form

dF | dF dp du, } aF o o du
v°{ d¢ du dz e +d<p i’ v“( )(dz,)
+ &e. ...... = 0.
From this equation all the second derivatives of z have disappeared,

and since, by (2), p: ... pn do not involve gg;, the only term in which

this arbitrary function occurs is the second of those written above.

The coefficient of q) in this term must therefore vanish ; that is, since

%g isnotequalto 0, 2,2 Vo( ) (Z:) =0,

or V..(;w-)+vn( )+ +V,a(%)(j—:)+....='0

an equation for the determination of u.

(8),

2. Now if w,, u, ... -are the arguments of ¢, viz., if they are parti-
cular values of u, the general value of « is

U = ¢ (ul, Uq ...)'

where ¢ is arbitrary. Thus » satisfies an equation of the form

du o b
A ( ) +4, (dz,) +.. =0,
namely, the equation
du du dun
(Jx‘,)’ (d_»,) (EZ) L ...(4).
du, (_1_1& rlu. dul
(E + p dz’ + P2 ds!
du’n 1 duﬂ- —
s, + p —=, wer = 0. )

Hence the expression on the left of (3) breaks up into two factors
du

linear with respect to (d-;-), &c., each of which gives a set of
1

arguments.

It thus appears that the ﬂ"i) 1 ratios zT“’ %—1 are expres-

1 n
sible in terms of 2rn—2 ratios A’ A B B and are there-

fore connected by 11_(;&_-;1_)_ ~1-(@2n-2) or (";?%—_—22 equations
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of condition. These are evidently the n-—i (g_ 2),diﬂ'erent equations

that can be formed by giving to ¢,; all values from 2 to » inclusive in
the equation

Vi, Vs V'u

Vi, Vu Vy

Vio Vi, Vy

For this is the condition that
Vu=2AAB, Vy,=2AB, V,;=2\AB,

2V, = AMAB,+AB), 2V,, =A(AB,+A,B), 2V, =A(AB+AB);

and if this be true for all values of ¢, j, the expression on the left of
(8) is identically equal to

A{A,(%)+...} {B.(%)+...}.

3. Let us now examine the form of A, &c. in the factors of (8).

From (4) it is clear that the coefficient of (Z—;‘) does not contain p;.
: %

=0 ceererneneenenn (5).

Moreover, it is linear with respect to p,, p;, &c. For, if we write down

the coefficient of such a product as p,p, in the coefficient of ( %), we
: $

find it to be a determinant having the column %’ %, &c. repeated ;
viz , that it is identically zero. Hence we may write

A( —_—. a(+a‘|p]+... +a‘jp,-+ cee cecesrtecaii et ...(6),
and A =0 cerriiriiiriiiicineienenne. (7).

The n’—1 ratios between ..., a; ..., @;..., @;... are, by (4),
expressible in terms of n—1 quantities ... %,_,, and are therefore
connected by n (rn—1) equations of condition. These are, of course,
implied in (4), and might be obtained thence. We prefer to adopt a
different course.

Since ,, &c. are functions of z, ... #,, z only, they must satisfy the
equation for # independently of the values of p, ... p,; that is, the
coefficients of the powers and products of p;... p, must separately
vanish.

. du du '

The product p;p; only occurs in the terms A, (d_z‘)’ A; (d_x;)’ and
expressing that its coefficient in (4) vanishes we get the equation

agta; =0 ... coeiiiiiirinnnn . (8).

The conditions that the coefficient of p; and the part independent
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-of pi, &e. vanish, are

ﬂl%'*' ...... +ﬂ,‘§—;“n=0
..... . VOO ()X
(I= )a‘ " .+a‘nd%=0

* The equations (9) must be satisfied by the n—1 different integrals
%, ... 4, But the system (9) only contains n+1 independent
variables (z, ... 2,, z). Hence it must be equivalent to two equations
only. Suppose these to be I=0, J=0; then any other eyuation K=0

must be of the form K = Al4puld.
Expressing that the coefficients of :ll: gu Z—u on each side of this
d &7

identity are equal, we get the equations
ay = poy, @y =Aay, au = Aag+pa;;
whence, eliminating A, 4, and reducing by (8),
azaytaaa;taga; = 0..ccvvves ...............(10).

From this we get (n—1)* different conditions by giving to %, I all
values from 0 to n inclusive, except ¢, . These include (8) as a special
case, viz., when k=l[.

The conditions that I=0, J=0 should have #—1 common integrals
bave been given by Boole (Supplementary Vol., chap. XXV.). If we

. d o i aa d
write A(._ d2;+ . dz +".+n(,' . 'd_z';+-~-)
—d ., a d d
==4%4 2 =
A:— dx‘+ a,-" dz+ .'i‘;:- d¢.+""
the conditions are
a ot
A‘ aﬁ Alﬂo
""" PR NN ¢ § § B
A, %= p, 20
“ay ay

The (n—1) conditions (11) and the (r—1)* conditions (10) together
make up the n(n—1) conditions which must be satisfied by the co-
efficients a. The sufficiency of the conditions is proved by the fact
that they insure, first, that two independent equations of the system
(9) shall have n—1 common integrals, which are the arguments
required ; second, that these integrals shall satisfy all the other
equations (9)..
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4. Ezample :

(pr=ps) (da =, dx)+(Pa ~P) (dx da%én)

+(‘pl Pa) (dm d.cdz,)+v 0.

This equation satisfies the single condition (5), and the factors of (3)

are found to be (Z:) + (da:,) + (3;:) =0,

(pa—ps) ( ) + (Pa —m) ( )+(p1—p,) (du ) =0.
The first of these gives us

du =

dz, dzﬁJ;, 0
du
%=

simultaneously, whence © = ¢ (23—, 23—2,).
The second gives ag=a=a;=0,
ay=1=—ay, agy=1=—ay azy=1=—ay;

and the equations (9) reduce to

du_du _du
dz, dz; dz’
whence u =y (2,+2,+2, 2).

In fact, the solution of the given equation, when V=0, is
¢ (ta—zy a—2) + (21 +23+ 25 2) = 0.

Transformation of the Variables.

5. Suppose that one of the arguments is identical with one of the
independent variables, say z,, so that z, satisfies the equations (9).
This requires that the coefficient of Z—: should vanish in each of the

1
equations, or aga=ay=a;=..=a,=0.

Also, by (8), ay=ay=..=a,=0;

that is, A =0, and none of the coefficients A involve p,.

So if r of the arguments be ), ... z, the coefficients A, ... A, vanish,
and the remammg coefficients do not involve p, ... p,.

By using these results we can simplify the equation (1) without
uundertaking the laborious task of actually transforming the variables.
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6. If (8) is a perfect square—viz., if for all values of ¢, j,
V“ij “V:; =0,
the two sets of arguments become identical. Let them be represented
by & .. &1 - Take two functions of 2, ... #,, 2 which are independent
of these and each other. Represent them by £, {. Now transform
the equation, taking § ..., { as variables instead of 2, ... z. By Art. 5
each of the factors into which (8) splits up becomes simply

(j—;') =0.

Thus all the coefficients V of the transformed equation vanish except
V.a, and the transformed equation is therefore of the form

@
dE‘ +Ve=0.. vererereeeressiesenen. (12)
7. If (8) be not a perfect square, so that the two sets of arguments
are not identical, let these arguments be represented by & ... &,
M ... N,.1. For the sake of generality we may assome that r of these
arguments are identical with » of the other set ; e.g.,

b= My ceoves £ =n,.

Take for new independent va,na,bles & ... &y, 0, the last being any
one of the arguments 3,,; ... 7,.;. )

For dependent variable take ¢ such that £ ... £,.,, n, { considered as
functions of z, ...®,, # may be mutually independent.

In this case the equations into which (3) splits up are of the form

(%) =2

A, (d‘zil) ot Any (difl"f,) =o,

& d
& "k,
The transformed equation is therefore of the form

& @l
A,, +...+ A, +Ve=0. eeee(18).
ldEr-l-ld" ldEu—ld'l ¢ ( )
It is to be noted that there is a considerable range of choice in the
new independent variables.. These may be either § ... £, with any
one of the arguments #,,, ... n,_,, or they may be =, ... n,., with any
one of the arguments £, ... §,_,.

The two equations (12), (18) are together equivalent to (1) limited
by the conditions of Arts. 2, 3. We shall therefore examine the form

of V, as it occurs in these equations instead of in the general form.

where A,,, ... A,_, do not involve
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On the Form of V,.

8. Consider first the equation
¥

g

If this be capable of exact solution in the form (2), V, cannot involve

a.  .df al’ . . . .
dfl . d}ml For & for instance, involves the arbitrary function

2?, which does not occur in any other part of (12). Thus, (2) cannot
1 : : .

be a solution of (12) if V, contain g" unless some condition is imposed
. 1

FVo=0 oo e (12).

upon the form of ¢ ; .e., unless ¢ ceases to be arbitrary. Hence V, is

& function of Zg and the variables § ...£,.{ only, or (12). is an
ordinary differential equation of the second order. The solution of
thig equation involves two arbitrary constants; that is, two arbitrary
quantities whose values do not change when £, changes; that is, two
albitrary functions of & ... £,_;. The solution of the original equation
is, of course, obtained from this by writing for § ... &,.¢ their values
in terms of 2, ... @, 2.

9. In the secohd form of equation, viz.,

&

_a
A, dE,.ldn+ AL 7 dn +Vo— | R (13),
. . d¢ d¢ .
A,y ... A, do not involve Z @ Hence, by precisely the same
1 r

reasoning as in the last article, V, cannot involve these quantities, and
the equation (13) is therefore reduced to an equation with n—7 inde-
pendent variables. We shall discuss the equation under the supposi-
tion r=0, since, by the above, (138) is, in fact, of the form of an
equation in which this condition is fulfilled. We write the equation,
then, in the form

d’ ( a
AL = veree.(14).
Mgt A gy, TV =0 (14
‘The arguments are & ... &y
M -oo Nualy
where 1y ... 7., are n—1 independent integrals of
sl dy _
i vereeee (18).
i?l = d£ (19

Two cases arise. If of tho 2n—2 arguments » only are mutnally
independent when considered as functions of ;... 2., #, then none of
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the quantities n, ... 5, involve the new dependent variable {, for this,
considered as function of @,...2,, 2, is independent of §, ... &y 2.
If, however, n+1 of the arguments are mutually independent, then
73 ... a1 OF some of them must involve {, We omit the discussion of
this case in the present paper, and confine our attention to the first
alone; viz., we assume that in the transformed equation the arguments
do not involve the dependent variable, and that accordingly the co-

efficients A, do not involve { or any of its first derivatives ZE Zj
i 1

10. Tuder these circumstances ¢ must occur explicitly in F in (2);
thus we may solve for { and write the solution in the more conveuient

forin {= F{E... Eveomy 9800 (e nn)y v} i (16).

i a
Form from this the derivatives T @ Edy and retain only the

terms which involve the derivatives of ¢, . Thus,

¢ _ dF dyp dF (dy dn,

2, d£+dq> &t @t )*’" .
& _ dF dF(d&+d¢ dn ) """ '
d’h d'h dy \dn d’h dmy

& 4F d‘l’ d\P d’la

&F dp  &F f’¢{"_$' a ’Z’L'+}+

dndo " dE; " dyde " d& {dn, ' dn, dn

+ il L T

L ETET ST T
o Lot Bt di;,E."L"'}’L"'

@ is necessary.
d;dm

Since two differentiations of { are performed, it is clear that derivatives
of ¢ and { of the first order may arise from integrals of these func-
tions in {; and as a matter of fact such derivatives will occur in

A remark as to the completeness of this value of

& 5”, but will disappear from the equation (14). For this equation,
1

as far as terms of the second order are concerned, may be written in

the form z, A iz dm =0
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Now of these two operators ——- g does not affect ¢, for the arguments

dn
of this function are indcpendent of 5, and 3A; :_E does not affect ),

since each of the arguments of this function satisfies the equation (15).
Hence neither of the arbitrary functions will be differentiated twice,
and their derivatives of the first order can only arise from the part of

¢ involving ¢, {.
An xllustratlon occurs which may throw some light on this point.

In the value of d—dezl we have the function d:,l:jq,; By what has been
stated above, this function must disappear from (14), and we find its
dF dq,
d’ A ‘dE’
of which the second factor vanishes, because #, is a solution of (15).
(%4
dé,dn
will disappear on substitution in (14). If we retain only those terms
which involve the derivatives and which will be represented in (14)
we obtain the simplified equation
a__ &F  dp (d\p) dF  d¢

dt; dn, dp dy dE \dn dn do dé;
) an=l
@R (d"’) df rgtdb dwm o .@8),

coefficient in (14) to be

In virtue of the same condition, other parts of the value of

dE; dy \dn, d\p jer dn;  dnydE;
] @ d\(‘ dTIz
where (d'll) d'h + d'lz d’h te

In order that ¢ should satisfy (14) it is necessary that, when we sub-
stitute (17) and (18) in that equation, the coeflicient of each power
and product of the arbitrary fonctions should separately vanish. The

conditions hence obtained will serve in great measure to determine the
form of Vi, in (14), and of F in (16).

11. In the first place, V, must not involve powers or products of the
arbitrary functions other than those which occur in (18). Hence the
most general form of V, is

dac d( ’
B, = Z',
dEc' d’h + Q 'h +
where B;, P, Q, Z’ do not involve EEZ or gi Now, equating to zero
’ J )
the coefficient of E (d—‘b) in (14), we get
13
&F dF dF '
iw"i‘BiE"‘@ —0..-----6 ............. (19)

VOL, ViI,—No0. 92,
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Hence the ratio A, : B, is independent of ¢; viz., (14) may be written

LA S AU
2 (dfxd'h +E dai; d'h) e 0

We shall now show that. we can make % vanish by a change of the
dependent variable only. Take as new dependent variable

Z‘Ef({s E: coe -ly 'h);
& _d a, &
gk d§ 7 &}

d’h d( d'h d’h

P, & LR K

dfrdﬂl d‘ dicd'h i dg d’ll

& &, P & df
di,d? dn, ' dmdl dE ' dEdn’

whence

+

Hence the expression

A8 pd ar
A‘dc.d. d.s,+Q‘ +Z

is equivalent to the expression

d’( 9. 8
%, dm a& " dn

provided we have g =k gl%,

A‘ +A +P‘d{+Qi '+Zh

i f—p
ma+ma B

&
deLz'i'Qf"f ‘Z

d?f _l =79
dfidl +Q; +Zc Z a

The first of these determines (' ; Viz.,
=f= jo‘/m dz,

while the others determme the va.lnes of P;, Q;, Z; when P, Q;, Z; are
given.

Now this value of {’ is independent of 4, and therefore, if (14) be
changed to its equivalent with {’ as dependent variable, the resulting

equation will be linear with respect ‘to Zg %{ We shall therefore

assume for the future that B,=0, since (14) may always be reduced
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to an equation in which this is true, if it be soluble in the assumed
form.

On this assumption it follows from (19) that ‘—Ig“—“ =0; viz, in
(16) the two arbitrary functions are separated.

12. From the coeficient of de we learn that

dé;
d’F dF
A'dmds° TR = O

80 that the ratio A, :P,is the same for all va.lues of ¢; and we may
write (14) in the form

ai @ —
EA,(dEd +P¢ ) Qg +Z =0 . (20).
The conditions for all values of ¢ then become
d’F dF
—— 4+P— =0 ., - (2D.
dn do + d¢ & @D
Differentiate this with respect to y, and notice that W vanighes ;
. dP dF
we shall obtain y 4‘ d¢ =0,

of which the first factor alone can vanish. Thus P does not contain
¥; t.6., P does not contain {.*
The integration of (21) with respect to 5, and ¢ in succession gives

{=F =e/?m g (&, ... E,_,) +ports not involving ¢.

18. The coefficient of (%’
A 1

A‘d“d\bJ,Q ¢ v eereaenes (22).

Since A;... do not involve { we can show by d)ﬁ'erentmting this equa-<

tion with respect to ¢, that gi? vanishes, or that Q does not contain {.

) gives the condition

Also, from (22), we have —= = H,

d\#
- F =18y (m, 1 ... 7a-1)+8 part not involving ¢,

. ATlns is wroug. Suppose the solution involves a function y, defined by the equa.
txon——%-:p Then in d‘wehaventem—q;,andm——Latem ,yf.f

dn, aidm d%d‘P df;
Thus the first equation of Art. 12 should be
_&°F_ dF
+.. 4+ P, %" 0.
1 dn,dp d‘h ¢ v %

This does not nﬂ‘ect the first result of the article; but the second result i is true if,
and only if, ¢ ¢ vanishes. A corresponding correction must be made in Art. 18,

2 (July, 1876.)
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where H is a solution of the equation

EA.-d—I:_ +QH =0 «errviriieienenen (23).

d
. dy .
14. The coefficient of -— gives
d;
&*n; dr,-}
A T 4 P O] =
dEf d’]‘ + dE.‘ 0

The second set of terms vanishes in virtue of (15), of which n; is a
solution. The remaining condition

dn;, .
2 A.‘ —L =0 ...
Y dE dny

may also be simplified by the use of (15) ; viz.,

revetrreserrarenneas (24)

\] d”
A =T = eeeereiiriraans P .
AT=0 . .. (15)

Fn, g dA dn _

dn, di; dy,  d -

80 that (24) reduces to .-% . @! = 0.

dn, dé;
Now this equation has n—2 integrals (n,, ... 7..,) in common with (15),
and it has the same n—1 independent variables. Hence it must be
identical with (15), or pA, = iTA‘ ;

M

whence the quantities A, either are, or can, by moving & factor common
to all, be made independent of n,. The same is therefore true of n, ...
a1, the integrals of (15).

From this we get Z2;A;

15. We have now to examine the form of Z' in (20). It will be con-
venient to consider first the case in which the solution contaius the
arbitrary functions ¢, Y unaccompanied by any of their indefinite in-
tegrals. In this case the complete solution is from Arts. 12, 13,

(=t /P g (&y. Eus) FHY () oo et converene (25).

Here {, and therefore its derivatives, are linear with respect to ¢, ¥»
and A; P, Q do not involve ¢, Y. Hence Z’ must also be linear with
respect to ¢, Y ; that is, it is a linear function of .

Accordingly (20) is of the form

ax dZ d
SA, (ds‘ -+ P &_E‘) +Q + 2 AW = . (26),

where A, P, Q, Z, w do not involve (
Now let us express that the coefficient of ¢ in (26) is zero. We
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obtain the condition  T,A, Z_Is: = Z—PQ creeererreereererenens (27).

Again, from the coefficient of  we get, after an easy reduction by means
of (23), the equation ‘;—Q = ZmPQ eerereerrerreseessen e (28).
Th

Lastly, taking the part independent of arbitrary functions, we find
that {, is any particular integral of (26).

The conditions (27), (28) may be obtained in two other ways, which
put in evidence very clearly the sufficiency and necessity of these re-

lations.
In the first place they are the conditions that the coefficients of the

arbitrary functions in (25) satisfy (20) when W=0. Thus they are
necessary, since we may put either ¢ or Y equal to 1, and the other
equal to zero.

Secondly, they express the conditions that we can find a new de-
pendent variable {’ such that the transformed equation is

the solution of which is
=9 .. &)+ (m . M)
Hence the sufficiency.

[The last mode of viewing the question gives also the meaning of
these conditions separately in & convenient form. We can always
transform (26) so that the P or Q or Z of the transformed equation
may vanish (viz., by taking {e/Pdn, % or (L as new dependent va-

0
riable). Then (27) expresses that in the transformed equation P, Z
simultaneously vanish; (28) that Q, Z simultaneously vanish; and
dP dQ
A — verrenreeneennsnennenes (29
dE d'h (29
expresses the same for the P, Q of the new equation.]

16. We now proceed to discuss (20) when its solution involves the
integrals of ¢,y. In this case 2’ need not be linear in {; for instance, it
may be an exponential function of {. In the present paper, however,
we shall limit- the discussion to that of (26) when the conditions (27)
(28) are not satisfied.

If the condition (27) be not satisfied, the coefficient of ¢ in (26) does
not vanish; the complete value of ¢ must thercfore involve some quan-
tity such that the differentiations implied in (26) will give risc to a ncw

term of the form %.¢. But the operator dd does not affect ¢. Thus,
m
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the new part of { must involve some fanction of ¢,’ where ¢, is deﬁned
by the equation

E;A«d%. = ¢.

It is easily shown that ¢, occurs in the first power in {. For suppose
we had (=X + Xip0 + X'f(01) +...
where X,= 67?4 and f(¢,) is not linear in ¢,. The coefficient of
¢ in (26) corresponding to this amended value of { consists of two parts,
one of which involves the arbitrary factor f*(¢;). Each of these must
vanish separately, and we get
aX’

d—']|+PX =0,

whence X = ¢ /Pn =X,

X, X, X, X, _
ad  OD4 Pa 4 24, (m+PE) +Q 2+ ZX, =0,

The first of these equations shows that any non-linear part of the
new terms in { may be merged in 9. The second gives an equation for
the determination of X, the coefficient of ¢, in ¢.

If now the coeficient of ¢, in (26) vanishes, the equation is complete:
if not, we must add a term involving ¢,, where

3 .
ZA‘%%E% or (EA‘di) =0.
This may be shown to be linear as above; and the coefficient is cal-
culated in the same way.
Precisely the same reasoning leads to similar results for the series
commencing with H{. We may write the complete solution, therefore,
in the form

=10 +’:§‘-:X,¢,-+§‘.:H,~¢, s reneesressees (30),
dy. _
where (EA‘ Ilf:), * = ¢,

("%‘),4’}5 4‘01
X, _ dH, _

aXjor 4 PX;,+ X, =0,
d&

z.A‘i%gﬁ +QH,, +H =0,
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where we have written X;, H, for the result of substitating X;, H, in
(26) when W=0. .

Lastly, we must have X, H, satisfying the equation' (26) when
W=0. o '

As it is unsatisfactory to employ inverse operators in the solution, we
will point out that these may at once be removed if the solution be

finite. For if we replace ¢, and v, by new arbitrary functions @, ¥,
(80) may be written in the form

i k-
1=6+'2 X (242) 70 Gy o o)

+:§'::H,'( d )"’ (¥ M v Mcs) eressrennnens (81,

dn,
a solution in which only differentiations of the arbitrary fanctions occur.
17. Ezample.- L + 'z 42

Tod, T Tdey ety
Using the notation of Art. 16, we have
P=0, Q=0
X=1 H=1l, .
Xo=Ho= @t ota)
so that neither series of integrals is complete in one term.
For X, we have

aX, _ 4  _o
do  (mtzmtaz)’
4
YT T nt e
and X, = 0,

so that the solution is complete as far as one series of intég;gls' is
concerned.

For H, the equation
de, (dH, 4 _,
dz,  dz, (m+om+a)’
: -2
gives H = prerearepny
whence H, =0,

or H, satisfies the original equation.
The solution is therefore
4 d d\-!
Bzt (i—%+_—) ¢ (@)

dmg
2 d\-!
+ ¥ (2, 23=—2;) — P (d._r,) ¥ (21, 2,—25) 5

2= ¢ (z2) —
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or changing the arbitrary functions, and arranging,
2 1dp _1dp _dy

—— e - T

- ‘ P
z = o+ Ty + 2 14’(3’2’58_) + ¢ (2@ “’s)} a d:c, 2 dz,  doy

18. In conclusion, I may be permitted to notice that a similar method is
applicable withont difficulty, though not without a considerable amount
of labour in the general case, to equa.tlons of an order higher than the
second. An equation of the m* order, and having = mdependent vari-
ables, when it is completely soluble in terms of arbitrary fanctions of
definite functions of the variables, will involve m arbitrary functions
each having n—1 arguments. If the arguments are the same in all
the functions, the _given equation is transformable into an ordinary
equation of the m™ order.

If » of the arguments are independent, and nome of the integrals
appear in the solution, it appears likely that the equation cau be ex-
pressed in the form

A|.A3..- A : = O
a d d

3‘1+B + . +Ndm,|

and where A, A,, &c., are commutative. That this is sufficient is clear
from the fact that the solution can be found, viz., it is
kum
[ = _kgl ¢ks
where ¢, is an arbitrary fanction whose arguments are the integrals of
A, = 0.
The necessity of this condition, however, is not obvious.

If ¢ of the arguments should be common to all the functions ¢,, the
given efuation is reducible to an equation of the »*® order having m—3
independent variables.

where A=A
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1. The identity in question is that

5
{—7— coaz+—-._¢'_i cosdz+ i—q—ﬁcu&nu.}

1+ —i‘l— cos 2+ ——q—‘ cos 2:u+ ——-q— cos 3z+ &c.
1+4* 149 1+

cevreren (1)
4¢° 4q 4¢° OF
1~ + &e.
14¢' 1+4¢° 1+q"+

and it is noteworthy on account of the peculiarity, that although the
exponent on the left-hand side changes sign if ¢ be replaced by ¢~', yet .
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