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1. In his memoir* on partial differential equations and their integrals,
Ampere made a selection of one aggregate of equations of the second
order. The characteristic property, defining equations which are 'in-
cluded in this aggregate, belongs to their general integrals. These
integrals are to be explicitly free (or must be capable of expression in
a form that is explicitly free) from partial quadratures ; and they must
be expressible by an equation, or by a set of equations, which occur in
finite form. In the simplest cases, the integral is given by means of
a single equation : more often, and in the less simple cases, the integral
is given by means of three independent equations, each of which has
the specified form and which, when taken together, usually may be
regarded as determining the dependent variable z, and the two independent
variables x and y, in terms of two parameters and two arbitrary functions
of those parameters. Thus a primitive of the equation

x

can be exhibited in the form of the single equation

* = Qiy+jfi+irOj—*)—x{<j>'(y+x) — yfr'd/—x)\,

where <p and \}s denote arbitrary functions ; it can also be exhibited in
the form of the three equations

x = i(w— v) . \

where U and V denote arbitrary functions of it and of v, respectively.

• Journal de VEcole Poly technique, call. xvn. (1815), pp. 549-611 : liis definition r.f the •• first
clftss " of equations of the second order is jjiven on p. ft08 of the memoir.
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A more general form of integral, implying a more extensive aggregate
of equations, is suggested by Goursat *; as defined, it is given by means
of three equations expressing x, y, z in terms of two parametric variables
u and v, of m arbitrary functions of u connected by w— 1 differential
equations, and of n arbitrary functions of v connected by n—1 differential
equations.

For the purposes of the present discussion, however, it will be sufficient
to take the simpler form when there is only a single arbitrary function
of u and when there is only a single arbitrary function of v. The object
of the discussion is to obtain some of the relations between the integral
and the equivalent partial equation of the second order.

Statement of the Problem, with the various Cases that can occur.

2. Accordingly, it is assumed that the equations of the second order
to be considered are those characterised by the possession of a general
integral given by means of three equations

x=f(u,U,Uv ...,v,V,Vv ...)

z - h(u, U, Vx, . . . , v , V, Vlt . . . )

In these equations, / , g, h denote specific functions of their arguments;
U denotes an arbitrary function of u, and Ult ... are its successive
derivatives; V similarly denotes an arbitrary function of v, and Vlt ...
are its successive derivatives. The integral equations are to be finite
in form ; so that only a finite number of derivatives of U and a finite
number of derivatives of V occur. It will be assumed that Um is the
derivative of U of highest order which occurs in the three equations, and
that Vn is the derivative of V of highest order which occurs; but it is
not assumed (and it is not, in fact, always the case) that Um must occur
in each of the equations or that Vn must occur in each of them.+

* Lecmis sur Vintegration des equations aux derivees partielles du second ordre, t . u . (1898),

p. 217.
t [In the most familiar examples of equations which have integrals of this type, such as the

equation of minimal surfaces, the highest derivatives of U and of V that occur are of the second
order. Transformations can be effected which make the highest derivatives appear to be of higher
order ; in such cases the inference is that, in an extended sense of the word, the transformed
expressions are reducible. Instances of equations having integral equivalents, which are not
reducible, are provided by Laplace's linear equations

* + ap + bq + cz = 0

when these are of finite rank in either variable or in both variables. An instance of an equation,
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Specialised forms of integrals may arise. Thus we may have a
primitive of an equation given by

•s=f(u,U,Uv ...)+F(v,V,Vlt ...)

!/ = 9{n;U,U1, ...) + G(v,V,Vlt...)

z = l,(v, U, Uv...)+mv§Vt Vv . . . ))

where/, F; g, G; h, H are specific functions of their arguments; and
a primitive of another equation might be given by

s=f(u,U,Ul, ...) |

!/ = 9(v,V,Vv ...)

z = h(utU,Ulf ...,v,V,Vv ..

Some illustrations of these two particular forms will be discussed.
But there are limitations upon the degeneration of the forms of the.

functions / , g, h as they occur initially in the general case. Thus the
combinations

x =f(u, U, b\, ...)

ij = g{u, U, L\, ...)

z = h(v, V, Vv . . . ) -

x=f(u,U,Uv ...)

y = g(v, V, Vv ...)

z = h(u, U,UV ...)

are not permissible ; at least one of the three functions / , g, h, which
represent the values x, y, z, must involve both the parametric variables
u and /:. We shall therefore assume that h involves u and v ; if, in any
set of equations, / or g (but not h) should involve u and v, a change of
dependent variable can be effected whereby the expression for the new
dependent variable does involve u and v.

Having made this explanation and this assumption as regards the
expression for .?, which is

z= h(u,U,Uv ...,v,V,Vv . . .),

we see that there are three groups of cases, discriminated by the forms
of / and of g in the equations

'" = / . V = 0-

which is not linear and the integral equivalent of which involves 11011-reducible expressions
containing derivatives of order higher than the second, is Ampere's equation

{r-pt)* = qht;
a primitive is given by

x = l T" + U"", y = H V - («2 U"" - In U"' + 2 U"),

z = \ (2v - «:i) 7" - % V +11* U"" - 4«:< U'" + 1 2M* V" ~'24n I" + 24 V.

Other instances can be obtained by taking /(A) and g{n), in the equations at the end of § 26, to
be polynomials not consisting of a single term alone.—Added February ttth, 1907.]
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(I.) Each of the functions / and g involves both the quantities u and
v, either with or without the arbitrary functions U and V.

Next, one of the two functions involves both the quantities u and a,
either with or without the arbitrary functions U and V, while the other
function involves only one of these quantities, again either with or
without the associated arbitrary function. There really are four cases;
but, by interchange of the variables x and y and by interchange of the
parameters u and v, they can be assigned to the single case :—

(II.) The function / involves both u and v, and the function g involves
v only : it being understood that the associated arbitrary functions can
occur.

Lastly, one of the functions may involve only one of the parameters
a and v, and the other may involve only the other of those parameters:
the two possible cases can be merged into one by interchange of x and y.
So we have :—

(III.) The function / involves u only, and the function g involves o
only : with an understanding as to the possible occurrence of U and
of V respectively.

Of these three cases to be discussed in succession, it is manifest that
(I.) is the most general in form. Relative formal simplifications will
occur initially in the remaining cases, though (as will appear) this simpli-
fication will not persist throughout the analysis : but the initial simpli-
fications enable us to use the results of Case (I.) for the other two cases,
and therefore to discuss the latter more briefly.

Also, it will be found that relative complications are caused in different
sub-cases by conditions which, at first sight, might be deemed likely to
simplify the analytical results.

A Lemma.

3. A preliminary lemma is required. Several of the results are made
to depend upon the elimination of two variables £ and y between three
equations of the form

of+26£+c = 0, aV+26'iy+c' = 0,

Jcgri + lg+mri+n = 0 ;

and therefore an expression for the eliminant is needed. We have

a£-\-b = (tf—ac)* = d, say,

a'ti+U = (6'9-a'c')4 = &\ say;

thus k(d-b)(d'-b')+la'(d-b)+ma(d'-b')+naa' = 0,

that is, kdd'+Ld+Md'+N = 0,
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where L — la' — kb', M = ?na — kb,

N = naa'—mab' — Iba' + kbb'.

The rationalised form of the last equation is

W-LW-MtdP+Vtfd*?-* (kN-LM)2cPd12 = 0.

When the values of d2 and d'2 are substituted, and some slight reduction
is effected, the eliminant becomes

02 = 4 {kn-lmf (b2-ac)(b'2-a'c'),

where 6 = k2ccf — Mkb' — Zkmbc' + Zknbb' + Pca' + Mmbb'-Zlnba'

-\-m2ac' — %mnab' -\-?i2aa'.

The umbral expression of the eliminant is simpler: but it appears to be
less useful.

A General Property, stated by Darboux.

4. As already stated, the main purpose of the investigation is the
determination of differential equations, which possess integrals of the
assigned type, as well as the construction of primitives of these equations.
But when the equations, thus characterised by the kind of primitive
possessed, have been determined, the construction of their primitive can
sometimes be effected more directly by utilising a definite property: evert/
such equation is integrable by Darboux's method.* The property can be
formally established as follows.

The equations x = / , y = g, z = h

involve the variables u and v, the arbitrary function U and its derivatives
up to Um, and the arbitrary function V and its derivatives up to VK.
Hence, as ,7 , 7

ah _ dx , ay
du du du'
dh^_ dx . dy
~fo~PT^~qT'

where complete derivatives with regard to u and to v are taken, the
quantities p and q will generally involve derivatives of U up to order ni-\-1
and derivatives of V up to order n-\-l. Similarly, r, s, t will generally

• This result is proved in another (but equivalent) form by Goureat, 'i.e., p. 227, being
derived from the consideration of the characteristics; it was first stated by DarboUx himself.
Comptes Jtendus, t. txx. (1870), p. 748. For references to Darboux's method, and for a general
discussion of the process, see chapter xviii. of Part iv. of my Theory of Differential Equations.
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involve derivatives of U up to order m + 2 and derivatives of V up to
order w+2 ; and derivatives of z of order /x will generally involve derivatives
of U up to order m + ix and derivatives of V up to order n -\-fx.

Accordingly, construct all the derivatives of z up to order n inclusive;
when these are explicitly obtained, the total number of equations, express-
ing x, y, z and the derivatives of z, is

These equations involve n, U, Uv ..., Ulll+tl, that is, m + ^ + 2 quantities
dependent upon u; and they also involve v, V, Vv ..., V,,+^, that is,
w+/* + 2 quantities dependent upon v.

If, then, /a denotes the smallest value of /JL for which

that is, for which %/m (M + 1) > n—1,

then generally the w+/x + 2 quantities v, V. Vv .... VII+IJL can be
eliminated : and we should have

equations, involving derivatives of z up to order /x, and involving also u
and an arbitrary function of u with its derivatives. These equations
manifestly are not derivatives of the supposed equation of the second
order, because of the presence of the arbitrary function U; hence they
are equations of order yu, compatible with the equation of the second order,
involving one arbitrary function, and therefore derivable by Darboux's
method.

Similarly, if A denote the smallest value of X for which

that is, for which ^X(X + 1) > vi—1,

then generally the ?>t+X + 2 quantities u, U, Uv ..., (7,,,+A can be
eliminated : and we should have

equations, involving derivatives of z up to order X, and involving also v
and an arbitrary function of v with its derivatives. As before, these are
equations of order X, compatible with the equation of the second order,
involving one arbitrary function, and therefore derivable by Darboux's
method.

But it is to be remembered that this generality is only formal. For
particular equations, the result of eliminating u, U, ..., Um+ti may lead to
an equation that does not involve v, V, ..., Vn+H. '• or some of the equations
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may be evanescent: and, in such instances, it majr be necessary to proceed
to the construction of derivatives of order higher than the minimum which
has been indicated. On the other hand, combinations of the derivatives
of U and of V may disappear: then it may be unnecessary to proceed to
equations of the orders indicated.

Preliminary Formula:.

5. We proceed now to the formation of the values of the first and the
second derivatives of z, denoted by p, q, r, s, t as usual : they will be con-
structed initially for the most general case, when

x = /(«-, U, Uv ..., Um, v, V, Vv ..., F J i

V = # K U, Uv ..., Um, v, V, Vv ..., VH);-,

z = h{u, U,Ulf..., Um, v, V, Vlt ..., V,))

and the values for the restricted cases are then derivable by imposing the
respective restrictions upon the forms of / , g, h. Complete derivatives
with regard to u are indicated by means of a suffix 1 and with regard to v
by means of a suffix 2; thus

df _ f d2f _ f elf _ d2/ _ . ctf _ - .
d^~/lJ drf-fn' d^~U d?~M' d^I~Mt

and so for other functions. With this notation, we have

hxdu-\-h^dv = dz

= pdx+qdy

= 2) ifi da + / a dv) + q (gx du+g.2 do) ;

and therefore h=Pfi+<19i> h=p

so that p = -? -^— -^ L L , q =
f*92—fa9i

Now the quantity j\g^—fzOi cannot vanish : it does not vanish in virtue
of the equations x = / , y = g, z = h ; and, if it vanished identically, we
should have , 7 , 7

dx_ ay _ dx dy _ ~
du dc dv du

also identically—a relation which would mean that x and y are expressible
in terms of one another by an equation otherwise involving constants
alone. Similarly, the quantities hlg2—h^gl and —hi/2-\-h2fi do not vanish.
Thus the values of p and q, as obtained, are neither zero, infinite, nor
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indeterminate, though (in restricted cases) it may happen that the
expressions for their values acquire simplified forms.

Again, from hx = pJ\-\-qgi, we have

hi = Pfn+q9u+(rfi+s9i)fi+(sfi+t9i)9i'>

and so for the other derivatives of the second order. Hence

the individual values of /*, s, t, if required, can be obtained simply by the
resolution of these equations, or from the relations

s _

The three equations involving /•, 5, t, either in the form given or in
equivalent forms, together with the two equations expressing p and q,
and the three original equations expressing x, y, and z, are the fundamental
relations for the determination of the problem. It is from among these
eight relations that the quantities u, o, U and its derivatives, V and its
derivatives, have to be eliminated.

6. Again, we have

say ; and, similarly, gx = ^Ji

OUm

h = —
where Fv Gv Hx involve only derivatives of U and V which occur in x, y, z.
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A l

Also
/ W T7 . V ft

say; and, similarly,

TTF?"

where also F2, G2, H2 involve only derivatives of U and V which occur in
X'y'*' L e t . dh df da

3/t 3/"

then l-pFl-qGl = 0\

,—pFz—qG., = 0j

AUm+1+Hl-pFl-qGl = 0

BVn+1+H2-pF2-qG2

If A is different from zero, the first equation expresses C/m+i in terms of
p, q, and of quantities that occur in x, y, z; while, if A is zero, no such
expression for Um+i is derivable. Similarly, when B is different from
zero, the second equation expresses Fn+i in terms of p, q, and of quantities
that occur in x, y, z ; but, when B is zero, no such expression for Vn+\ is
derivable.

Again, we have

Y 7-72

5 "l+1

+•
where F n involves only quantities that occur in x, y, z. There are
similar expressions for gn, hn; hence, writing

1 T/T =0 V ^ OUpVUj
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we have an expression foij hn~Pfn~(IQn- Similarly, writing

, a2/* ay

260 -

, = 0

Jo ( F 1 W
O = -H22—P^22T~

we have an expression for h^—pfw—qg^. Again, we have

/ — ^ 2 / j 77 v J_ ^-^2 7-r 1 %Fi v

where -F12 involves only quantities that occur in x, y, z. There are similar
expressions for gn and ^12; hence, writing

1 a2/̂  a2/ av
kn = = »i ^ — —

?i0 = Hl2—pF12—qGn,

we have an expression for h12—pfl2—qgn. The three expressions thus
obtained are

M+i+c0 \

—Pf 12—<1912 = hUm+iVn+i+l0Ulll+i+mQVn+i+n0

2—Pf22—<19 7.2 =

Thus the quantity Uhl+2 occurs only (if at all) in the combination
hn~~Pfn~Q9u 5 an<^ ^1+2 occurs only (if at all) in the combination

The final differential equation, in some form

F (x, ij, z, p, q, r, s, t) = 0,

is to be the result of eliminating u, v, U, and F and their derivatives
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among (i.) these three equations when the values of the left-hand sides in
terms of r, s, t in § 5 are substituted, (ii.) the two equations giving p
and q, and (ii.) the three original equations expressing x, y, z.

The various cases, depending (as in § 2) upon the forms of / , g, h, will
be considered in turn.

CASE I.

7. In this case, all the three functions / , g, h involve u and u.
Arbitrary functions U and V, as well as their derivatives, can occur in

f> g, h .
There are four sub-cases, according to the non-evanescence or

the evanescence of A and of B separately : we shall take

sub-case (1), when A =£ 0, B =f= 0;

„ (2), „ A=fr0,.B = 0;

. „ (3), . „ ,4 = 0, 5^=0 ;
„ (4), „ A = 0, B = 0.

These will )t)e discussed in succession.

'First Sub-case.

8. I., (1).—The equations from which the parametric quantities and
the arbitrary functions are to be eliminated are

* = /» !/ = 9> z — h\

AU^x+Hl-jpFl^qG1 = 0

BVm+i+H2-pF2-qG2 = 0

AUm+2+aQUl+l+2bQUm+l+c0 = rf{+'lsf1g[+tg'zv

BVn+2+a'0Vl+1+2b'0Vn+l+c0 = r

.The last equation but two is the only equation which involves Um+2',
it can be ignored simultaneously with JJm+i' Similarly, the last equation
but one can be ignored simultaneously with Vn+'i- To eliminate Um+\
and Fn+i, which occur explicitly on the left-hand side and implicitly on
the right-hand side, we use the values of Um+i and Vn+i in the forms

Um+1 = - i - (H.-pF^qG,),

Vn+1 = -
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and the values of /l5 / , gv g2 are then

fl ~ Um+1 dUm
 + F l ~ 1 \Fl W: ~Hl Wm "^ \Gl W» ~*1 d

. 7 2 -

When all these values are substituted in the equation

and, when terms are collected, the new equation can (after some simple
reductions) be expressed in the form

W = N(q2r-2pqs+pH)+2M(qr-ps)+2L(pt-qs)+rD1-2sD2+tD3,

where, if

_ rr Vh rj

7 cUm

the values of the coefficients in the equation are

Ds = aa', 2i»f = y/3

Dx = )8j8', 2L = ay'+ya',

N = yy', 2D2 = /3a'+a/3',
and

Now KnP-NDJ = (y)8'-/3y')2 = 4P2, say,

4(L2-NDJ = (ay'-ya')2 = 4Q2, say :

then ±(ND2—LM) = {y/3'—/3y') (ay'-ya') =

With these values, the equation has the form
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Note 1.—It is an immediate corollary that, if the equation

(Nq2+2Mq+D1)r-2(Npq + Mp+Lq+D2)s+(Npi+2Lp+DJt = W

is to belong to Ampere's first class and has an integral possessing the
preceding character with the latent limitations, a necessary condition is

N, M, L = 0,

L, D2, L

M, Dv L

provided N is not zero : while, when N is zero, a necessary condition is

L?DX—2LMZ>2+M2D3 = 0.

But the equation (l-f-<?2)r~~Zpqs+il+p^t = 0

does not obey the test: the latent limitations are not satisfied.

Note 2.—The preceding result implicitly assumes that Fv Gv Hx do
not vanish simultaneously : likewise as to F2, G2, H2. But, if

F, = 0, G1 = 0t Hx = 0 ;

F2 = 0, G2 = 0, H2 = 0,

,, A dh df oq _
then A = ^jz p ^ q ^r — °

and the assumption as to elimination is not justified.

Note 8.—The quantities a, /3, y ; a', ft', y'; kQ, l0, m0, n0 (except in so
far as the last four involve p and q) contain only quantities which occur
in the values of x, y, z: hence, if a differential equation is to emerge as
the result of the elimination, the ratios of the quantities L, M, N, P, Q,
and the coefficients of combinations of p and q in W, are functions of
x, y, z alone.

9. Comparing the coefficients in the differential equation with their
values in terms of a, /3, y ; a', /3', y', we have

= i j \(LM+PQ)2-(l\f2-P2)(T/-Q2)\

= ± (LP+MQf,

so that a/3'-a'/3 = Jr (LP+MQ).

SKR. 2. VOL. 9 . NO. 9 5 2 .
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a/3' = D2+

.« _ n LP+MQ _ (M~P)(L-Q)

= L-Q,

so that

Also

yy' = N, /3j3' = Dv aa' = D3;

a: /3: y = L + Q : M-P : N I

a':/3".y'= L-Q:M+P:N\'

aUM+l = Hl(g1-G1)-Gl(h1-Hl)

M = Flhl-f1Hv

yUvl+l = GJ.-g.F,;

so that

that is,

Similarly,

~ +(M-P) &L +N ^ = 0.
du du du

-Q)J£ +(M+P) f- +N f = 0.
dv dv dv

Again, having regard to the initial and the final form of the differ-
ential equation, we have

= (Np+Lf-Q\

From the first three, we have

that is,

Hence

-/a0i) = +
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Consequently,

and therefore

A _ QAf* = _
9* Bfl9i Np+L-Q'
fi=Bfi9*= Ng+M-P.
<7i 99x9* Np+L + Q'

A
Nq + M-P -(Np + L + Q) (M-P)p-(L + Q)q}

_ =
Nq + M+P -(Np + L-Q) (M+P)p-(L-Q)q-

Again, we have

(Np+L)P+(Nq + M)Q'

which, on writing W = [1, p, q~\3,

because W is a non-homogeneous cubic in p and q, gives

[/i 9i—f29v •••» J3

K A,
^2> J2>

9l2>

92,

LP+MQ,
K
h2,

NP,

A,
/2,

MQ

9x
92

We thus have equations * for the determination of / , g, h: but their
integration, even if possible, is complicated.

But we know that the equation, if it has an integral of the required
form, is integrable by Darboux's method. For a compatible equation of
any order (e.g., if there is an intermediate integral), there are two systems
of equations. If there are two integrals of each system, then

6(x, y, z,p, q) = u\ <f>(x, y, z, p, q) = v

6' (x, y, z, p, q) = U J' (/>' (x, y, z, p, q) = V

Expressing x, y, p, q in terms of z, u, v, substituting in

dz = (pf\+qgi)du+(pf2+qg2)dv,

and integrating, we find z = h.

And this consideration, as regards the practicability of the integration,
is enough to justify the ignoration of the source of the differential equation
after it has been constructed.

* Several of these equations can be deduced from those of the characteristics of the differ-
ential equation. It may be added that

(L ± Q) dx + (MT F}dy + Ndz, (JV? + M ± P)dp-(Xp + LT Q) dq + V " ?y

are multiples of the exact differentials that occur in Monge'a method of integration of the
equation.

K 2
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Second Sub-case.

10. L, (2).—In this case, each of the three functions / , g, h involves
u and v: but the coefficient of Vn+., in $ vanishes ; that is,

B = a// = o.

fv 9v

Taking account of the values of fx and /2 in the form

vUm
 w+1 v BT'fl "+

with similar expressions for Glt G2, -H"i, H2, the relation is equivalent to
the relation

Uvl^+Flf SfT

PV vVv
= 0.

This relation is not satisfied in virtue of relations x = / , y = g, z •=• h;
it must therefore be satisfied identically; hence, noting that Um+i occurs
only through terms in the second row and even then only as a linear
factor, we have

of

QJ ag an
d t f ' d *

= 0, of dJf

v.,; dvt,
= 0.

Further, remembering that the quantities

do not vanish and that they are proportional to 1, —}>, —q, the condition
B = 0 can be written

Oil Of (iff ,
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Again, when we take the second expression for B = 0 in the form

of vg vh

fv 9i> K

= 0,

and when we use the relation

K-pfi-qgi = o,

which is general, and the particular relation

vh v

we have H2—pF2—qG2 = 0.

Consequently, the equation

BVll+l+H2-pF2-qG2

becomes evanescent.

It appears that there are two relations

H2-pR2-qG2 = 0.

The first of these is not evanescent: the quantity V„ occurs certainly in
one of the three equations x = / , ij = y, z — h; and the relation shews
that, save for trivial and negligible cases, it must occur in two of the three
equations. The second of the relations might be evanescent, through the
identical vanishing of F2, G2, H.2: reserving this result for consideration,
and now assuming that it is not the fact, we have another non-evanescent
relation. In the latter event, two alternatives may occur : the two equa-
tions may be one and the same equation, not determining p and q ; or
they may be distinct equations, so that they do determine p and q.

With the former alternative, we have

and the reserved case, when the second equation is evanescent, is included
in this alternative by taking 0 = 0.
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With the latter alternative, the values of p and q are given by the
two independent equations

oh of dg _ A

H2-pF2-qG2 = 0;

obviously the values of p and q involve only those quantities which occur
in / , g, h. But these values also must satisfy

and then neither A nor Hl—pFx—qGl, after substitution takes place for
p and q, can involve quantities which do not occur in / , g, h. The
derivative Um+\ of the arbitrary function U cannot be expressible in terms
of these magnitudes ; we therefore must have

A — °h 0/ dg _ n

aUm oUm cUm

Hl-pFl-qGl = 0,
in this case.

The alternatives must be considered in succession.

11. I., (2), (i.) We are to have

and the special case, in which the relation H2—pF2—qG2 = 0 becomes
evanescent, is covered by the value <p = 0.

Now U = Vn+l M-+8'f= Vn+1 ^r
V V ii Or ii

+ + <£
2 ov

where S'f = 7 . ^ - + F>1_1 -%— + . . . + <£.

Hence, in the present case,

and therefore
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There are corresponding expressions for g^ and hm; consequently

= 0;

^22

It follows that

and therefore also

say; and the quantity A'o is easily seen not to vanish.
For, by § 6, we have

Also,

so that

a/ ,.,/3f\ _ â  a/ athat is,

with corresponding relations in g and /t; hence

,3L-.

,( dh

- i>^7 (

Also, from the relation

we have

S'f =
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with similar relations for g and h; so that

c'o = 6'(8'h)-p8'(8'f)-q8'(S'g)

d/t

hence we have —bo b'od>—c'o

oh dg
q7w

Consequently the value of Ao is given by

o7w_i ^ (f,,_i -1 OF,,-]

and there is no general reason in the form of the equations why Ao should
vanish.

Again, if we write fx = ^fr- Um+i+8f,

where 8/= U«
m-1 CU

the operators 8 and 8' are permutable; that is,

88' = 8'8.

Now, in the present case, 8'f = <p T ^ - ,

so that ^TJ- (8'f) = <p ~ i + «•=£- .T±- '

with similar equations for g and h ; hence

k = Jf (8'h)-p J - (s>'f)-q Jr- (8'g)
C U VU f'Uin

oUmdVn
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Similarly, 8.8'/= 8<p ^ - - j - 0 .

4w

with corresponding equations for g and h ; thus

no = 88'h-pS8'f-qS8'g

i dF, OG,
rpwrqw

= <f>mQ.

Proceeding now to construct the differential equation, we have to
perform some eliminations. As A is not zero, we have

fl = T {l3+yq)'

with the notation of § 8. Also, as A does not vanish, the quantity Um+2
occurs only in the expression for hn—pfn—qgn; consequently, the com-
bination >/1

2+2s/1</1+^2 does not intervene in the elimination. Next, we

Further, '^/i/a+sC/i^+A^i) + tyi^a =

where p = r

and therefore one of the equations to be used iu the elimination becomes

= 0.
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Again, with the notation of § 6, and now using the condition B = 0,
we have , , , , ,

^22— /̂22—^22 = «o F;,+1 + 260 Vn+i+c0;
and r

Hence the equation becomes

The part F, l + i+0 = 0 of the former equation reduces this equation to
an identity, because

a'0<t>2—2&o0+co = 0.

Moreover, as <j> does not involve r, s, t, or Vn+i, the relation Vn+x-\-(f> = 0
cannot hold. Hence the eliminant is merely the other part of the former
equation : it is ,

which has the form

where the ratios of the coefficients of the various combinations of p, q, r,
s, t are functions of x, y, and z only.

12. I., (2), (ii.). With the second alternative of § 10, we have*

A = 0, B = 0 ;

the values of p and q satisfy (and are determined by) the four equations

- 0
dVn *dVn *

and Hx-pFl-qG1 = 0

dh_ df_ _ dg _ Q i •

The first two of these equations are independent of one another. In the

• This is, in effect, part of the fourth sub-case of (I.), to be dealt with in § 15 : as it arises
now, the necessary analysis will be developed here.
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second pair, the second equation is not evanescent; the first can be
evanescent (in which case Flt Gu Hx vanish); or, it can be effectively the
same as the second (in which case

where 6 involves only the quantities occurring in x, y, z); or it can be an
independent equation. The last is the most comprehensive possibility
among the three; it will be seen to include the other two.

To obtain the partial differential equation, we have first to eliminate
Um+i and Vlll+i between the three equations

i + n = 0,

l + c = 0,

which (by § 3) can be expressed in a form

62 = 4 (kn-bnf {b2-ac){br2-a V);

and then the coefficients of the various combinations of /•, s, t in that
eliminant are functions of u, U, Uv ..., U,M v, V, Vv ..., V,,: in the present
case all these coefficients must be expressible in terms of x, y, z, p, q.

The expression for 6 in terms of /•, s, t can be obtained by direct
substitution ; but the calculations are very long. They can be considerably
abbreviated by the use of variables with umbral coefficients. For this
purpose, we write

a/

2/1.

*) >> O O

and r = a\ = b\ = C\ = d\ = ...,

s = a t a 2 = b r b 2 = c t c 2 = dxd2 = ...,

t = a~2 = 6-j == Co = do — •• -,
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the last being the umbral coefficients. Then

a = — ao+d;

V = -

c = — ca -\-a~t ' c' — — Co

k = — k0 -\-a£ay

I = — /„ -f-at-a,,

wi = — mQ-\-aya$

As regards the expression for 0, we note that the interchanges

*l n\ c\ 0i I f i l
w) f Zi ' a) ' i?V ' Gl)

can be made simultaneously without affecting its value. Similarly, the
interchanges 7 , .

Zi' ' »)" ' a'/ ' 1^/ ' Gj

can be made simultaneously without affecting the value of 0. Similarly,
the interchanges

a | b) c\ l\ fa) x/rx) F^ Gt\

a'J 6 J c'J m) ^>2) \/r2) F2) G 2 )

can also be made without affecting its value. When these properties are
noted, it is possible to dispense with many of the calculations ; for then
many of the aggregates of terms of a particular type can be set down,
when a single aggregate of that type has been actually calculated. The
possibility will be utilised.

13. Then, when we adopt the customary process in the umbral calcula-
tions connected with binary forms, the terms in 6, which are independent
of a0, 60, c0, a'o, b'o, c'o, are

£ ly dy, — '2kmcx c$ drn -f- *2k)ic£ c$ dtJ dy,+%lmc£ c$ dv dv

+ Z2cj d-y — Zinc* cj cly -\- ni2cf. d'^ — 2?/wicj. dy dv+n2c\ d2
y

— Zcf dy—mcx dr,+ncx dy)
2
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say. The part of 9 which is independent of k0, l0, mQ, nQ is

= «T ay Cf dv—a,, a, cst dy—ay 0,% cT. dv+a^ av cx dy

= fecf—atcJiciydr,—avdy)

= (x£)(y*i)(ac)(ad);
and therefore

92 = {(*#)(yi|)(ac)(adJ) — (&oc?rZ,,— loc(dy —inocxdn+-nocxdy)\
i.

The coefficient of (xgf (yrj)2 in the part of 92, which does not involve

k0, l0, m0, n0, is = (ac)(ad)(bc)(bd);

or, as {ac)(ad) = (alc2—a2Ci)(ald2—a2dl)

= rc2 d2—s (c2 c^i+cl d2) -f- ^ct dlt

the said coefficient is

on reduction: consequently, this part of 9s in 9 is

Again, the coefficient of — 2&0 in 92 is

= (xg)(yr/){ac)(ad)

or, since (ac)c^ = (alci—aicj(clg1+cagj = a^si

this coefficient is

(ac) cf (ad) dr, = {a-i (s^+1£2)—a2 (r^+s£2) \ \ ax {s*ix + tn2)—

\ (six+*f2) ('P;?i+61>/2) 4- Of 1

hence, taking account of the interchanges which leave 9 unaltered, we
have the aggregate of terms, which are linear in k0, l0, >u0, n0 and do not
involve a0, bQ, c0, a'o, b'o, C'Q, in the form

- * o

-m0 {rfa F2+s (0!

+ '*o i r^i 02+* (0i V'a+V'I 02) + ^0i 02 f ]

= — 2 (rt—s2) (̂ >x Gx—\jrv Fx) (<p2 G2—\js2 F£ {k0 a^«, — /0 «•$ ay—viQ ax a ,
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And the part of Sa, which is of the second degree in k0, l0, m0, n0, while
independent of ao> bQ, c0, a'o, b'o, c'o, is

(kQ c^dr,—10 cf dv—w0 cx dr,+n0 cx dvf,

which can be expressed immediately in non-umbral forms. Hence

— 2 (rt—s2) (0! Gx—\(,! _F\) (</>2 G2—^2 -F2) (koa^av—10 a f ay

— mQaxa1)-\-noaJay)
+ (&0 c? dv—lQ cf ^ y — m Q cx dr,-{-n0 cx dy)2.

We proceed similarly with the other terms in 0 ; denoting their aggregate
by ZT, we find

ra- = — (rt—s2) \_(yt])'2 {aQdt—2bQdxds+cod
2
x\

( ' / 7 \2 rt/ 7 \ / 7 \ 7 ' l / 7 \2 ' I

~ " I ^0 v^o ^ * ~~ 0 ^f/ ~~ ^ v^O ^'* — 0 ^f' V'^0 ^ ' ' — 0 ^ ? ' 0 i~ '^^0 ^ ' ; 0 ^f' ^0 f

~~ It |_A-'o wo &x~~~ "o ^"f / wO &>! ~~ ^0 ^i)/ ^~ ^o \CQ a.;' ~~ UQ ^f/ V̂ O ^ i / ^~ Oo ^>j/

— ?/*Q (CQ CLy — b'o a,) (&0 Clj- — CIQ (1%) -f- ?i0 (^0 ^ * — ^ 0 ^ f ) (^°^. ' / — ^ 0 ^i))l

- j - \CQCLXOX—0Q((IJ:0(-T~ bKQ.^)-x-ttQtt^bf\ \CoCl,jO,i—UQ\(lyi

+%
where

J =

+ »o(021

+ Co I m0 (0i V̂2 — 02 V î) + ^o (^i 02—-P'I ̂ 2)} 1
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Thus

Also

0 =

kn—Im = k0 n0—lQm0—(k0 a^ a,—10 af ay—m0 ax a, -f nQ az ay)

b2—ac = 6^ —<^QCQ-\-((IQ<IJ—260«x(i^—cQal) — (rt—s^JifaGi—^iFx)
2,

Finally, the eliminant is

O 2 + C T ) 2 = 4 (kn—lni)3 (b'2-ac)(b'0
2-af

0c'0).

When expansion takes place, various sets of terms cancel: and the terms
of highest and of lowest degrees in /•, s, t are indicated in the equation

which accordingly is the form of the partial differential equation.
The temporarily omitted alternatives are the special cases of the

preceding equation,

(a) when Fl = Gx = Hx = 0 ;

(/?) when Fx= 6 ^ = - , Gx = 6 ̂ r—, Hx = i

Some of the special cases, when the integral system is of the form

x, y, z = function of u -+- function of o,

so that hl2 = 0, /12 = 0, gl2 = 0, and therefore k0 = l0 = m0 = ;?0 = 0,
will be considered later (§ 19).

Note.—An example of the general case just considered is provided by
the integral system

. . - £ / '
V = 9 =
z = h = u+U-uU'+V-vV.

The quantities A and B are given by

A = -w —u0, — ve

— , -ue-u'U", 1-uU"

-vV"

= 0,



144 PROF. A. R. FORSYTH [Jan. 10,

- 1 , 0, — V

-ve-lrU", 1-uU"

-vV"•,-w

= 0;

the values of p and g are

V — a - ± ev .

and the partial differential equation of the second order, which is satisfied
by the integral system, is

y{rt—s2)-{-qr—ps = 0.

Third Sub-case.

14. I., (8).—In this case, we have ^ 4 = 0 while B is not initially given
as a vanishing quantity : thus

A =
dUm*

K fv 91

9%

= 0.

The analysis follows a line of development exactly the same as in the
last case; as the detailed results can be obtained by interchanging the
variables u and v, they will be stated without proof.

There are three alternatives. In the first, quantities Fv Gv Hx vanish.
In the second, the equations

dh dF dG

H.-pF.-qG, = 0

are effectively one and the same equation : then

and the tirst of the alternatives is derived from the second by making
0 vanish. Clearly a non-vanishing 6 involves only the same quantities
as occur in x, y, z. Also A2_26 64-c = 0

° l = ° e = (b*~a»c^

dh df ... dg

so that

= i / dh df
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Further, m0 = 9k0, ?*0 = 0l0;

and F»_, = - -g- {Hi-pFi-

with the notation of § 8. And the final differential equation, which
results from the elimination, is

where the ratios of the coefficients of the various combinations of p, q,
r, s, t are functions of x, y, and z only.

In the third alternative, the two equations

dh dF oG A „- r- n A

W ~P W ~q W = °' Hx-VFx-qG, = 0
are independent of one another: by an argument similar to the earlier
argument, we have

dh dF dG -, „ n, n n

Wn ~P WH ~q W,,. = °' H2-pF2-qG2 = 0.
The circumstances now are precisely the same as in the third alternative
of the second case : the results are the same as before, in § 13, and need
not be restated, either in general, or for the special cases, when the two
new equations are one and the same, and when the second of the new
equations is evanescent.

Fourth Sub-case.

15. I., (4).—In this, case, we have

A = 0, B = 0,
that is,

n 3L a
p ?

- 0 I dh n d^ -a ^ - Q

[ dv p z v q d v ~ "
Hl-pF1-qGl = 0 ) H2-pF.2-qG2 = 0

With each pair of equations, we have the three same alternatives as before.
The two first alternatives are that the respective second equations

become evanescent.
The two second alternatives are that the second equation in each

SER. 2 . VOL. 5 . NO. 9 5 3 . L
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pair is eflfectively the same as the first equation in its own pair. In the
respective cases, we have

The vanishing of Flt Gu Hx is given by a vanishing 6; and the vanishing
of F2, 6r2, H2 by a vanishing 0. When the two second alternatives
coexist, while 0 and 0 do not vanish, we have

«0^-260(9-|-c0 = 0, a'otf-ZKt+c, = 0 ;

also nQ = 0 m o = Ql0 — 6<pk0.
Again, writing

~r dum dvn
 + s \duM 3 7 » + 37,

and a = — ao-|-/>, 6 = — &O+/30, c = —

a' = — flo+T, 6' = — 6 ' O +T0 c' = — c'o-f-T02;

k = j— fco+<x, Z = — ?o+0o-, ?/i = — rnQ+da, n = —

the three equations, which lead to the partial differential equation, are

l l - \ - c = 0,

= 0.
When the values of a, b, c; a', b', c'; k, I, m, n are substituted, and

when the equations are re-arranged, they take the form
2 = 0,

= 0,

(o— &o)(tf,,l+1+0)(Fn+1+0) = 0,

where Ao and A'o denote the respective quantities

(6J—aoco)
4 and {b*—doc'J>h.

Now, as 6 contains only the quantities which occur in x, y, z, the relation
0 cannot be satisfied ; similarly, F n + i + 0 cannot vanish.
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Hence the first two equations express Um+i and Vn+\ respectively in
terms of x, y, z, p, q, r, s, t; and the partial differential equation, which
survives from the third equation, is

o-—JcQ = 0,
that is,

oF,t 30^/ dUn, oVn

The two third alternatives are that the two equations, in each pair
of relations arising from .4 = 0 and 5 = 0, are independent of one
another. When these two third alternatives co-exist, we once again have
the set of circumstances considered in §§ 12, 13 ; the results need not
be restated. When only one of these third alternatives is valid, together
with the first or the second of the alternatives for the other pair of
equations, once again we have particular cases of the general result
just indicated.

16. In the preceding four cases which have just been considered,
the discrimination has been effected by the vanishing or the non-vanishing
of the quantities A and B, which are the coefficients of Um+-> and of
Vn+2 in hu—pfu—qgn and in h^—pf^—qg^ respectively. It might seem
as if a new set of cases would arise, discriminated by the vanishing or
the non-vanishing of the quantity

dU^dV,,,'
fv

ay
dUmdVn.

9v
9%,

o2g

h

which effectively is the coefficient of Um+iVn+i in hX2—pj\2—qgn\ but
this possibility is not actually a fact. The essential difference lies in the
property that, whereas Um+2 occurs in the expression for hn—pfn — qgn

only (so that, if .4 = 0, the form of the expression is substantially
changed), and similarly for Vn+-2 and h^—pf^—qg^, the quantities Um+\
and Fttfi do occur elsewhere than in a first term in h12—pfl2—qgi2-
The sole effect of the non-occurrence of the term in the last quantity,
which involves Um+\V,,.+i, is that A'o = 0 ; some simplification thereby
arises in the preceding formulae ; but simplification, not essential change,
is the sole effect of the condition.

The most obvious case arises when
x, y, z = function of u + function of o ;

to its fuller consideration, not in this reference alone, we shall proceed
(§ 19).

L 2



148 PROF. A. R. FORSYTH [Jan. 10,

17. In several of the preceding discussions, it has been pointed out
that the vanishing of Fv Gv H± modifies the form of the final equation
obtained, and that this final form can be obtained as a limiting case of
a more general final form : and similarly for the vanishing of Fif G2, iJ2.
Such conditions, however, admit of a simple discussion of the problem
from the beginning.

When P, = 0, Gj = 0, Hl =• 0, then the equation

h = Pfi+q9i

becomes, on the removal of a common factor,

In this case, A vanishes because its value is

A =

,7i

oh df dg •

Thus Um+\ is not expressible in terms of p and q : but it is given by
2) TV,1 / of \ 2

 n of da , ( en \

On the supposition that B does not vanish, the value of Vn+\ is given
by the equation 1

F,( + 1 = - ± (H2-pF2-qG2).

Moreover, as Flt Gv Hx all vanish, we have mQ = 0, n0 = 0 ; hence

that

,. 9/ 5/ ,7 ?JL (I9 4- r^ °f\-t^9_
d ? 7 o F V J C / T' ric/ d k / o t /
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Substitution of the preceding value of Fn+i leads to a relation of the form

ar+$s + yt = S,

where a, ,8, y, 3 are linear functions of p and q, having functions of
x, y, z for their coefficients.

When F2 = G2 = H2 = 0, while A is not zero, there is a similar form
of final equation.

When F1 — 0 - Gx = Hv F2 — Q = G2 = H2, the equation

leads to the equation

P

3*7* TF, > \vUm OF,

which is the final form of the equation in the supposed circumstances ;
the coefficients of r, s, t, and the term independent of /•, s, t, are functions
of x, y, z, p, q.

Note.—A simple and well known example of this last case is provided
by the equations

x = ( l -

z = 2uU"-W

TT , u-\-o • n-\-oHere we have p = -—!— , q = i -—!—,1—uv 1—uu
on reduction ; also

= 0 = ^ ry =^ = 0 = ^ = ^ \
O Um C Vn <' Urn V V,t C UM C F» '

and the final differential equation is

(1 -1?) (1 - u2) /•— 2 i ( a 2 - iy) s + (1 -f it2) (1 + a2) t = 0,

that is, {\+q*)r-%pqs+Q.+pt)t = 0,

the equation of minimal surfaces.

It will be noticed that the integral equations are of the special funn

x, y, z = function of u -f- function of v,

so that h12 = 0, fn — 0, g12 = 0.
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18. We know that, by means of Legendre's transformation,

Z =px+qy—z,

X = p, Y = q, P = x, Q = y,

an equation f(x, y, z, p, q, r, s, 0 = 0

is transformed into the equation

f[P, Q, PX+QY-Z, X, Y, zY^g*, RT=S*' RT^SV = ° ;

hence, when the integral of the former is known, the integral of the latter
can be derived.

Thus, for example, the primitive of the equation

(l+x*)r+2xys+(l + tf) t = 0

can be derived from the primitive of the equation

it is easily found to be expressible by the three equations

u -\-v
1—uv'

. u—v
y — %-i »
J 1— uv

z
1—uv

We notice that the form of the integral equations in the primitive of the
new equation is no longer

x, ij, z = function of u + function of v,

which was the form of the primitive of the original equations.

Equatio?is wider Case I., having Integrals of Special Form.

19. In the preceding investigations, the principal aim has been the
construction of the form of partial equations of the second order as
determined by an assumed set of three equations which constitute the
primitive. We now proceed (as promised at the end of § 13 and § 16) to
discuss, in greater detail, some of those equations of the second order the
primitive of which is constituted by a set of the form

x, y, z = function of u + function of v.



1907.] PARTIAL DIFFERENTIAL EQUATIONS OF THE SECOND ORDER. 151

The question will be considered by dealing with the differential equations,
which result from using the relation

without using either of the relations which respectively give the values
of hn—pfn—qgn, h^—pf^—qg^. In the present case,

/12 = 0, g12 = 0, h12 = 0 ;

so that the equation becomes

0.

As A is not zero, and also B is not zero, the ratios of the coefficients are
functions of x, y, z, p, q ; hence the equation may be written

ar+Zbs+ct = 0,

where a, b, c are functions of x, y, z, p, q.
Comparing the two forms of the equation, we have a quantity X, such

= Ac;

hence, writing

we have

Consequently,

S = (b2—ac)h,

f9gx = \{b-8).

= ~ = function of v only,

u only ;

and therefore r d ( +9
d

where -z- —
d d
3"

dx

IT
dy

x op oq

' . 0 , o
y op oq

ay \ a /

d_ /b-S\ _ Q

Wx~ a

that is, (
dx \ a

(
dy\ a

d
(

dx \ a
(

dy \ a
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Adding, we have

d f b \ . k d ( b \ s d f S \ A
adi{i;)+bWjU-sdiM)=0>

and, subtracting, we have

d /8\.j d /8\ s d fb\ A

dx\al dy \aI dy\a)
The former gives

A /*\ i l i f f l = A A (A)
dx\a) a dy\a) a dy\a)dy\a) a dy

LA AA(±
a dy\a) 2 dy\a)'

*ihat ( ) + i f (
\ d y \a

ind similarly, after slight reduction, the second gives

Saving regard to the significance of the operations djdx, djdy, we notice
that these conditions are to be satisfied concurrently with the original
differential equation.

20. When b vanishes, so that the equation is ar-\-ct = 0, the two
conditions give

— = constant;
a

the equation is at once transformable into the form

characteristic of two-dimensional potential.
When 6 does not vanish (and this now will be assumed), we can diviat

;he partial equation throughout by 26 (or, what is the same thing, wo <«.ari
nake 26 = 1): the equation then is

ar+s+ct = 0,

and the two conditions become

A
dx
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which are to be satisfied concurrently with the partial differential equation.
The former of these conditions is

dc da , daa T ~ T +c:r>dy dx dy

that is,

( d'c , , ,, dc , , dc )a \ ^ (ar+ct) — +t — ;-(oy op oq I

[fa

?:'x

da
dp da I

u'aua , • ,x da , . da
-, (ar+ct) ̂ - + t -T-
o'y op cq

concurrently with the equation ; and therefore we have

d'c
o y

d'a
ox

2^c ,
op

d'a
o y

v da
op

da—
oq

2 da dc 8c
dp op 05

apparently three relations. Similarly, the other condition leads to the
three relations -, -.

o'a oc , v'c
c ~5T = *7~ ' a " v ~o x

2 vc da va
a •*- = ac -^ c —

oq vq (p

It is easy to verify that the six relations thus obtained are completely
satisfied in virtue of the four relations

Oc

c — =v'x

2 da
c -XT-

 =

op

2 dc

c a

v'y

v'a •

?fc_

dc dc
a-sc-

vp <q

da da2 dc da
a* ^ - = ac 7? c ir-

vq oq op
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which therefore are conditions to be satisfied by a and c in order that the
equation may have a primitive of the specified type.

21. Consider, first, the case (if any) in which a and c are functions of
x, //, and z only. The third and the fourth of the relations are then
satisfied identically : and the other two, which are the effective conditions,
can be taken , ( . , . ^ .

iL (L) + it (±\ = o
d'x\a)^d'y\a) '

As a and c do not involve p or q, these equations give

| (1) = 0, i(£-)=o, |(^)=o, f(-i)=o:
riz \ a I oz\a) az\c I oz \a/

hence a and c are functions of x and y only. The first of the relations
then shews that some function d, of x and y, exists such that

a o#' a vy'

when these values of a and c are substituted in the second relation, it
takes the form

na;J d/y OXDT/ OX ay

The primitive of this relation can be expressed* in the form

—x =

-y = Xp'-

6 = X V / -

where /> is any function of the parameter X, and <r is any function of the
parameter /A. We easily find

od . o6
-^- = X ,̂ — =
ex oy

so that — = Xyu, —
i a

* See my Jlieory of Differential Equations, Vol. vi., p. 343.
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Consequently, the differential equation is

= 0,
where (changing the signs of p and a) X and fi are functions of x and y,
given by the equations

x = p"+<r>',

and, for our purposes, p and a- are any functions of X and fi.

This equation of the second order possesses two intermediate integrals,
in the forms , ^ ^ , . Ir.

p+\q = $'(p"),
where $ and ¥ are arbitrary functions : and then

dz = pdx-\-qdy

so that the primitive is given by

z =

x = p"+<r"

y = V-y+AMr»_«r'

where $ and >P are arbitrary functions of their argument, and p and <r
are specific functions of X and /x.

As the equation possesses two intermediate integrals, it is known* to
be transformable to s = 0 by contact-transformations.

22. Consider, next, the case in which a and c do not explicitly involve
x, y, or z : we have

5c o da dc
ac^ c 7T- = a T ,

op op oq
ode . da va—a* ^—\-ac ^ = 0 ^ - ,

oq oq op

when a and c are functions of p and q only, as the full equations for the
determination of a and c.

The first gives | (log i ) = - £ (1.),

Theory of Differential Equations, Vol. vi., p. 295.
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and the second gives •*- (log —) = — ~- {—).
aq \ ° c I op\a I

Take a quantity 6 such that

so that, from the modified first relation,

, c ^a

log — =
a dpdq'

Hence log — = — ^— -̂ ;
c op vq

and therefore, from the modified second relation,

a <\f'
If now we write temporarily

p, q,6 = x, //, z,

the equation for 0 (= z), in terms of p and # as the new independent
variables, is ,

s c t
e — — ,

a r

that is, /-+^~s = 0.

23. This equation can be integrated by Darboux's method. Let A and
ix be the roots of the equation

2~s-\-e-s — 0,

so that A-f-/" = — te~s, A/x = e~*.

For either of the quantities A and M. we have

(2p+te~s) ̂  -pte-'-e- - 0.
asas

Hence ( 2 ^ 1 ^ ( / ^ - ^ ) = v*te-+pe-+/ie-
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that is, fx -J- —sr- = — u2.

And (2n + te-s)(\ ^ - %) = \(ut+l)
\ OS Oil

= 0,

so tnas A -~- —— = u.
OS (>t

Similarly, X ̂  C- = — X2,
os ot

dr, ot

Let u (x, y, z, p, q, r, s, t) = 0

be an equation compatible with

r+te- = 0.

The equations to be satisfied* by the form of u are

o ?u du , du rt
p ^ p T - -r T̂7 = 0,

and (as the original equation does not involve x, y, z% p, q)

du . , du _ 0

dx dy

where p and p' are X and /x in either of the two arrangements.

Now /• can be removed from u by means of the original equation
hence we can take the equations for u in a form

. du du A

os ot

du . du _ »
dx-^dy~ '

The latter is

^u , du . . (

* Th$ory of Differential Equations, Vol. vi., $ 261 ; the method is Darboux's.
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and X, u are functions of r, s, t only. The condition that the two should
co-exist is

du du\ du . . (du . du\ du ~

. /x x du . . vu „
IS, (A— U) 7T- + X/JL 7T- = 0,

,x x du . _s du n

or (X—u)—+e \ - = 0.
uq cp

That this may co-exist with the first, we must have

/ cX d\ . du , du
I A — A — h
/ cX d\ . du , du\ du ,,-sdu _
\ (s o£ os d^/ og vp

that is, — X 2 - Xe~s— = 0.
vq vp

TT du ~ dm ~
Hence x- = 0, — = 0.

cq vp
That these may co-exist with the second, we must have

is = o.
vz

Hence the equations for u are
™ = 0, ™ = 0 , ™ = 0, ^ = 0 ,
<p cq vz or

x CM du ~
A ?rr = 0,

C.S C^

CIA • C2< rt

— +U ~- = 0.ex oy

Two independent integrals are u, y—ux : hence we take

y — ux = function of u = U2F"(JUL),

as an equation compatible with the original differential equation.

Similarly, from the other system, we have a compatible equation

y-Xx = X2G"(X).



1907.] PARTIAL DIFFERENTIAL EQUATIONS OF THE SECOND ORDER. 159

Here F and G are arbitrary functions of their arguments : and

= e

Now

so that

Again,

so that

Further,

1 , 1
X /X

d(rx+sy—p) =

rx+sy—p =

= -t

xdr-\-yds

—r- (y—aA

-XG"d\-

-XG'+G

xds-\-ydt

(dX ,

~x\x +

G'+F'.

fdX , dfx\

d/j.

• A ) — — (y—XfA.)

IxF'dfx,—/ULF'-\-F.

dn\ . (dX . df.
fX ) \Xl IX

(rx+sy) dx+2 (sx+ty) dy,
so that

= x2dr+2xyds+ifdt+2{rx+sy-p)dx + 2(

But H
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And

(rx + sy —p) dx + (sx + ty—q) dij

= {G+F) dx-iXG'+nF') dx+(G'+Ff) dy

= (G+F)dx+G'(d!/-\dx)+F'(dy-iuLdx)

= {G+F)dx+(G'd\+F'dn)-x

+ G' (X2G'" -f 2XG") dK+F'

Consequently,

d(rx2+2sxy+ty2-2z) = XzG"2d\+ij:2F"*dn+2d \(G+F)x

' (\2G"f

hence

rx2+2s.ey + ty2 - 2* — 2 (G+F) a-

When r, s, £ are eliminated from this equation by the relations

X+M = r, \fx = e-
$, — H = — t,

A yU

the resulting value of z is d: and X, /u are expressed in terms of x and y
by the equations ^ ^ = ^ y_^ = ^ ,

lor our purpose, we want ^^- , ^ 7 ,
ox1 ay

in this notation : where x, y stand for original p and g. Thus

J_ _ d2z _
a oif A/u

where q — Xp — X2G", q— up = n2F'.

Thus the equation, being ar-\-s-\~ct = 0,

becomes X/xr—(X-\-fx)s-\-t = 0,

where X and /u are expressible* in terms of p and q by relations

q-Xp = X2G", g-MP = M2F".

• The equation of minimal surfaces is given by

\*G" - i (1 + A2)*, /t3F' = i (I + M8)* :
other equations are given by taking other specific forms for !•' and G.
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24. The primitive of this equation can be obtained in the same way,
due to Ampere, as the primitive of the equation of minimal surfaces.*
Substituting , . , , , , ,2

s' = q' — ty', r=p'—q'y' + ty'2,
in the equation, and making it evanescent in t, we have

From the second equation, we have

\y' + l = 0, M2/' + l = 0.

Taking \y'-\-l = 0, we have the first equation in the form

But q—fxp=. IJ?F',

so that /UL' = 0 ;

thus LL is constant for the set of equations.
Similarly, the other system possesses X = constant as an integral.

We therefore take /J. and X as new independent variables.

Now y' = ——,

when ix is constant: that is,

dy _ _ 1 3a;

c- M I 3w 1 dx
Similarly, 7f- = 5 - .

on fx dfx

n ,, 3 / 1 dx\ 3 / 1 dx\
Consequently, 5~(" : r '57) : = 5 : r ( — ^~)»

dfjL \ X cX/ oX \ /A d/u/
that is, 3A7T~

 = ^ :

hence x = function of X-f* function of /x

1 ?ir 1 r)r
say. Then rfw = — — 5 - rfA 5 - «M

A c A /U O/x

• See my Theory of Differential Equations, Vol. vi., p. 277.

8KB. 2 . VOL. 5 . NO. 9 5 4 . M
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so that y = — Xcp' — ip—fixfr'—xf^.

Finally, we have

dz = pdx+qdy

Modifying the specific functions F and G, we can state the result as
follows:—

The primitive of the differential equation

X/xr-(X+Ai)s+< = 0,

where X and /x are functions of p and q determined by the equations

q—\p = / (X) , q—/xp — g(/i),

f and g denoting specific functions, is given by the three equations

-y = X

- * = \(\<p"+2</>')f(X)d\+\(fxx!,"+W)g(»)diJi,
J j

in which <f> and \fs denote arbitrary functions of X and of /x respectively.

Note.—It is easy to verify that the equation

•ItAfy+W-P8:- r-2 [(Np+L)(Nq + M)+PQ\ s+\Np+L)2-Q2\ t = 0,
where L, M, N, P, Q are constants, is a special example of the preceding
equation ; the functions /(X) and g (/ui) are linear functions of X and of A*
respectively.

25. Consider, next, the case (if it can arise) in which the coefficients
a and c in the equation . , , , _ Q

can be functions of x, y, p, q, subject to the condition that the integral
equivalent of the equation is of the specified type.

The relations to be satisfied by a and c are

oy
£. (_L\ + A (log ±) = o
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In the first pair of equations, the quantities p and q are parametric.
We know that the equations are satisfied by taking

1 . 1 1 , 1
— = u+v, — = 1 ,
a c u v

where^ x = f(u)+g'{v), y = uf{u)-f{u)+vg'(v)-g{v),
the functions / and g being any whatever: hence, taking account of the
possibility that a and c (and therefore u and v) can involve p and q, as
well as x and y, and writing

/ = f{u,p, q), g = g(v,p, q),
then the first pair of equations are satisfied by

df . dq of r , oq
x = *r—r -^ > y =• u-£ J-rv **• —q,

ou ov ou ov
1 . 1 1 , 1 c— = u+v, — = 1 , — = uv ;a c tt v a

and, so far as the first pair of equations are concerned, the new functions
j and g can be any whatever.

The functions / and g are to be determined so as to satisfy the second
pair of equations. When the values of I/a, 1/c, c/a are substituted in
them, we have ^ -> , -\ -, ^

ou | ov 1 ou 1 cv ~
cp dp u dq v dq

1 du 1 dv , 1 cu . 1 dv _ ft #

u oq v oq u op v op
that is, the relations in the second pair are satisfied, if

cu cu dv dv
U sr- = — , V — = T - .

op oq cp oq

Now u and v are given as functions of x, y, p, q by the preceding
two equations which express x and y in terms of / and g; hence / and g,
as involving p and q, must be such that the two equations in u and v
just obtained may be satisfied. But

A of ou , cr<7 ov , oy . c>q
- ^ . . 2 ? > , . . i ^ , , 2 "•- i ^ " - . r > - "̂

0 = u^ — + y ^4 — + " ^ ^ +«
c?r ô ? c?r cp ciKp

ov op ou op vvcp

cp ciKp cv<p (p cp

o2/ du d*g dv , _r2/_ , _ o ^
o?r oq ov oq vuoq ovcq

c^o1^ oiu-g- c*(7 eg

M 2
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Thus there are six equations in which the four first derivatives of u and v
occur linearly; when these are eliminated, we should have two equations
satisfied by / and g as functions of p, q, u, v. These are easily found

t o b e

udp dudq dp dvdp dvdq dp

tu-v) (v -^_ - ^9 ) +v §£ - ¥ +v ^ - ^ = 0
V dvdp dvdq) dp dq dp dq

which accordingly are two equations for the determination of / and g.
Remembering that / does not involve v, and that g does not involve u,

we have, from the first of these two equations,

u a2/ a2/ 3/ = e<
dudp dudq dp

dvdp dvdq dp

where 6 is a function of p and q alone; and then the second of the two
equations becomes

_(„_„)e+v% -§£ +u ^ - & = o.
op oq op oq

Differentiating the last with regard to u and to v separately, we have

dudp dudq dp

a . d q d q . df A

ov op ov oq op

and then, differentiating the former of these with respect to v or the
latter with respect to u, we have

ou op ov op

that is, we may take a,,;u = 0 = — ~ f ,

where 0 is a function of p and g only, so that the latest deduced equations
a r e da ?Pf

<l+8-U,/,-M = 0.
op r ov oq
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The earlier equations give

165

dg*f = 0 ;

hence a 2 / aa<7
ouoq ovoq

where x/r is a function of p and q only ; and so we have

from the preceding relations. These satisfy

Proceeding from

we have

dudq ovoq'

# =

where x aQd v> are independent of u and u. When we substitute in the
relation p/ V P A

3p eg cp oq '

we find x+ft) = 0 5 hence we have

In order that these may co-exist, we must have
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where p and a- are functions of p and q only. Hence

/ = up—<r+F(u),

g = —vp + <r+G(v),

where F and G are arbitrary functions of u and of v respectively. Now

df ,dg
du dv

df r , dq
y du J dv y

= uF'(u)—F(u)+vG'(v)—v ;

in other words, u and v are functions of x and y only, that is, if u and v
involve x and y, they do not involve p and g-.

Consequently, toe have two classes of equations

ar-\-s-\-ct = 0

having an integral system of the required type, such that

x, y, z = function of u -\- function of v ;

in one class, a and c are appropriate functions of x and y alone : in the
other class, a and c are appropriate functions of p and q alone.

It is easy to see that the two equations, when subjected to Legendre's
transformation, lead to equations of the same form ; but, when this
transformation is applied to either integral, it leads to new integral
systems of a different type. An example has already (§ 18) been given.

26. We may summarise the results of the preceding investigations
as regards an equation ^.IJ,<._!_,.* — A

° ^ ar-\-os-\-ct = 0,
where a, b, c involve no derivatives of order higher than the first, the
equation being supposed to have an integral system represented by

x, y, z = function of u -J- function of v ;
as follows :—

(A.) When 6 = 0, then a and c are constant : the equation can be
transformed to . ^ _ Q

(B.) When b is not zero, then we can (by division) replace it by unity.
Then a and c can be functions of x and y alone ; and they can be

functions of p and q alone ; but they cannot be functions of x, y, p, q
simultaneously.
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When a and c are functions of x and y alone, then, taking two para-
meters X and ix, and any two functions p and <x of those parameters
respectively, we express X and /x in terms of x and y by the relations

x = /+O-", y = X Z -

the partial differential equation is

r+(X+M)s+X^ = 0,
and its primitive is z = <I?(X) -f^FO"),

where 3? and ^ are arbitrary functions.
When a and c are functions of p and g alone, we take two para-

meters X and fx, and any two functions / and g of those parameters, and
we determine X and ix in terms of p and q, by the relations

q — \p=f(\). q—fjLp =

the differential equation is

Xfir—(X+/x)s+* = 0 ;
and its primitive is

- *

where 0 and ^ are arbitrary functions.

CASE I I . : with Sub-cases.

27. In this case, the functions / and h involve both u and v, together
(possibly) with the arbitrary functions U and V; while g involves only
v and the arbitrary function V, with (possibly) the derivatives of the latter.

There are, as before, sub-cases according to the non-evanescence or
the evanescence of the quantities A and B. Most of the initial forms
of the results for the present case can be deduced as special forms of the
results in the preceding sections ; we shall therefore not deal with the
sub-cases in the same detail as before. For all the sub-cases, we have

9i = 0, g12 = 0, gu = 0 ;

also P = -r> q = — i7-k

/l 02 j\9i

II., (1).—Proceeding as' in the least restricted of the former sub-cases
(§ 8), in which the values of A and B do not vanish, being

. _ dh df „ _ dh df dg
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wehave UM = - ± (ff.-j^J, /, = } j

and Vn+i, / 2 have the same formal values as before. We proceed from

the equation / ^ . ^ . ^ = rfj.+sif, g2+f2

which now is hl2—pf12 =

and we find, on substitution, the equation

(q + b)r—(p+a)s = w,

where fa ^

b r2 wn ~
G* wj -H*wn~F*w^

and w is a polynomial in p and g, of degree two in p and degree one

in q : and where it is assumed that — ^fy — -^ TJ!= is not zero. The
Jf ^ O V n vr<iU Vn

quantities a and b, as well as the coefficients in w, involve only the
magnitudes which occur in x, y, z: hence, if an equation of the second
order is to be the equivalent of the integral system, these quantities must
be functions of x, y, z alone.

CtdV bdV~ dVn'

We evidently have

,i , dz , dx , 7 dy nso that — -{-a ^ - + 6 ^ = 0.
dv dv dv

28. The application of Ampere's method to the equation

(q-\-b)r—(p-\-a) s = w

requires the substitution of

r = p'—q'y' + ty'2, s = q'-ty';

and the modified equation is made evanescent in t. Thus

(q + b)y'2+(p+a)y'=0,

{q + b){p'-q'y')-{p+a)q' = w.

The former equation gives either

V' = 0,
or {q + b)y' + (p-ra) = 0.
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Hence there are two subsidiary systems of equations, viz.,

y' = 0, (q + b)p' — (p+a)qf = w, z'=p;

and (q + b)y' + (p+a) = 0, (q + b)pr = w, z' = p+qy'.

Consider, in particular, the special case when w is zero, so that the
equation is

r—(p+a)s = 0;

and we set aside, as trivial, the instances (i.) when a and b are constants;
(ii.) when a is a constant, and when b is a function of y only. The
first group of subsidiary equations then gives

y = constant,

when /3 is variable : that is, we take

and then (q + b) g | -(p+a)& = 0,

dz_ _ dx_
dp op

Similarly, from the second set of equations, we have

p = constant,

when a is variable : that is, we take

and then {q + b) ^ + (p+a) ^ = 0,

dz dx
1>

Accordingly, as connected with the equation

(q + b)r-{p+a)s = 0,
we can take y and p as the independent variables : and the aggregate of
equations then is

dz dx
d~p~Pdj>

dz dx
— = Pz~
oy * dy
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From the first and the second of these, we have

dx . d q n

which is the condition of coexistence of the third and the fourth. Con-
sequently, a function (say <p) of y and p exists such that

and then, from the third and the fourth of the equations, it follows that

The function <f> then satisfies the equation

when for q, and for x and z in a and b, we substitute their values. From
the nature of the case, <f> must be an explicit function, expressible in a
form that is free from partial quadratures; and, consequently, the
equation must be integrable by Darboux's method. Now, when we
change the notation for the variables, the equation can be written

s'+f(x',y',z',p', q') = 0;

and the cases in which this equation is integrable by Darboux's method
have been discussed by Goursat :* we need not therefore consider the
equation further, for the case in which w = 0. The general case still
remains.

29. One special form of the case discussed arises, when the integral
system is of the form

x, z = function of u-\-function of v,

y = function of v.

We then have /12 = 0, g12 = 0, hu = 0,

so that w = 0 ; and the partial equation is

that is, /aH-fl'a* = 0.

* See chapter viii. of his treatise quoted at the beginning of this paper; also Annales de
Toulouse, 2e Ser., t. i. (1899), pp. 31-78, 439-463.
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Now -Zj- = function of v only
h

= „ y only

say; so that, writing Y'dij = dy',

the equation becomes reduced to

Vz hh = Q

3x2 3x3?/'

and its primitive is easily obtainable in the form

z-F(y') = G(x-y'),

where F and G are arbitrary functions.

30. II., (2).—In this sub-case, we have B = 0; and there are two
alternatives. In the first of them, the two equations

dh 3/ 3<7 n

H2-pF2-qG2 = 0,

are effectively one and the same, so that

the circumstances, when JF2, G2, H2 vanish, are given by 0 = 0. The
quantities a and y of § 8 vanish, owing to the form of g, which is a
quantity independent of u; and thus the degenerate expression of the
equation of § 11 becomes*

r-\-as = c',

where a and c' are functions of x, y, z, p, q. But this form assumes that
dfldVH is not zero; if it should vanish, the equation is

s = c'.

In the other of the two alternatives, we have A = 0 as well as B = 0;
we shall proceed to this almost immediately as the last of the sub-cases to
be considered.

* An instance of this possibility is (taking account of the interchange of variables covered by
the explanations in § 2) provided by

x = <p"(u), y = (u + v)" <p"{u) — 2 ( u + v)<(>

the equation is a + tz* + 'iq^z = 0,

and its primitive is easily obtained by quadratures.
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81. II., (8).—In this sub-case, we have A = 0: again, there are two
alternatives. The second of the alternatives is, for the moment, deferred
until the discussion of the similar alternative for the last sub-case.

In the first of them, the two equations

to-pM- = 0. Hl-pFl = 0,
oum aum

can be only one and the same equation ; and it gives the value of p. As
B is not zero for this alternative, the partial equation is

M'p)s$- = y'"+a'"p+p"q,
OU

that is, (q + b) r—(p+a) s = w,,

where now w is linear in p and in q; but otherwise the final equation is

the same as in § 27.

32. II., (4).—In this sub-case, we have A = 0, B = 0; it thus includes
the two alternatives respectively deferred from the consideration of the
last two cases.

We must have Hx = 6 M-,
OUm

if it should happen that

H * F

then, by § 11, we easily see that the final partial equation is

r-f-s = k,
where A; is a function of x, y, z, p, q at the utmost: the equation is trans-
formable to . . . N A

s+f(x, y, z, p, q) = 0,
and therefore (having regard to the integral system, which is derivable by
Darboux's method) it belongs to the class already considered by Goursat
(p. 170, foot-note).

If it should happen that the relations

* - • & • *-*& G>=*^
are not satisfied, either for a non-zero value or for a zero value of <j>, then
we have the alternative considered in § 13 ; and the result for the present
case can be deduced from the result there obtained by putting
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the result is of the form

\(rt-s2)(ar+l3s+yt+8)+U}2 = a'2P' \a"-(rt-s2)/3"\,

where a, ft, y, S, f3" are functions of x, y, z, p, q; U is a polynomial in
r, s, t, 1 of the second degree, and a', /3\ a" are polynomials in r, s, t, 1 of
the first degree only.

If, in particular, while g is a function of v only, and the assumptions
as to the conditions under which . 4 = 0 and B = 0 are satisfied still hold,
it should happen that

x, z = f, h = function of u + function of v,

so that kQ = 0 = l0 = mQ = n 0 ,

it is easy to deduce (from earlier results) that the final equation is of the
form „

rt—s2 = 0.
This conclusion can be verified from the fact that the two independent
equations ->, ->.. ' ->

TT n n t\ Oh Of OH A

H2-PF2-qG3 = 0, ^ -p-^--q^ = 0

determine p and q as functions of v alone, so that we have

x (p, q) = 0 ;

and therefore rt—s2 = 0.

CASE III . : with Sub-cases.

33. In this case, / is a function of u only, g is a function of v only,
while h is a function of u and v, the arbitrary function U and its deriva-
tives occurring with u, and likewise for V and v.

We thus have /2 = 0, fn = 0, / ^ = 0;

0i = 0, g12 = 0, gn = 0.

if the quantity A, which now is =̂= p-yjlr-, does not vanish, and.

if similarly B, which now is - ^ (7TJ/> which does not vanish, then
(I V „ v V n

Um+1 = - ~{Hx-pFx), Fn+1 = -±-(H2-

dh rr df \ 1 (r ?h
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where p and q are given by the relations

K = Pfv K = Mi-
The equation hn-pfn-qg12 = flf2r+(f1gi+f2g1)s+g1git

now becomes 1hs

and, on substituting the values of Um+\ and F,l+i in hl2 and reducing, we
iind the equation

s =

-where a, /3, y, £ are functions of x, y, z only ; and the value of £ is given by

(Fl £- -Hl M-\ (G2 jgL -H, M) {

in the notation of § 11.

This differential equation is to have an integral equivalent of the form

x = function of u, y = function of v,

z = function of u and v.

The problem of the determination of the different forms of the equation
with their respective integral equivalents is similar to the problem pro-
pounded by Moutard, and solved by Lloyd Tanner and Cosserat ;* the
necessary modifications of the analysis are omitted from the present
communication.

When A is zero but not B, or when B is zero but not A, the final
differential equation is easily seen to be

s = a-\-bp-\-cq,

where a, b, c are functions of x, y, z alone : it is only a particular case of
the preceding form.

34. There remains the sub-case, for which 4̂ = 0 and B = 0, that is,

* See my Theory of Differential Equations, Vol. ?i., ch. xv.
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The form of the final differential equation might be deduced from the
result of § 13, by inserting the appropriate simplifications ; it is as easy
to proceed directly from the equations

which, on writing

a = —

c = —

02r+ao

A: =

Z =

w =

a' =

V =

o' =

— <p\f,s + k0

— \fsis + m 0

— ^ s +nQ

— \fsH+ao

— >72^ + C o

>

where

and where a0, b0, c0, Ch, b'o, c0, kQ, l0, m0, n0 have their former signification,
become TTo • n , n , rt

aUn+l+%bUw+i+c = 0,

n = 0.

The final equation is the result of eliminating Um+i and F,.+i between
these three equations. Let

E = (a'o, —b'o, coXloi—no</>> ko£—

G = (a0, — b0, c0X^n—>*oV'> Kv—

F = kQ(cQ<t> — boi)(c'o\ls — bov) — lo

—m0 (60 <p — aoi) (co V' —

00 = k2
ococ'o—...+?ilaoao,

&o 0 "" r'o f) (fic ̂  ~ rto i),
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as before; then the eliminant, being the final equation, is

9a = 4 ( a i s — ^ 2 i ^

where 9 = aJ

The aggregate of terms of the highest degree in this equation is made up
of those of degree 4 ; it is

Simpler forms, however, occur for special forms of the functions. Thus,
in particular, if the integral equivalent is

x = function of u, y = function of v,

h = function of u + function of v,

the equation reduces to s = 0,

as (obviously beforehand) should be the final form.


