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1. In my second paper* I stated the general conditions under which

p[Af(x,a)dx (1)
Ja

is a continuous function of a. In this paper I shall deal with two of
the most important special cases of this general problem, which load
to theorems corresponding to the ordinary rules for differentiation
and integration under the integral sign. That (1) is convergent for
all values of a in question will be presupposed in all that follows.

Differentiation under the Sign of the Principal Value.
2. The first question which will engage us is that of finding

sufficient conditions for the truth of the equation

£ p r / (*.) A, = p I •* a-qp> *, (i)
da j a )„ da

which is a generalization of Leibniz's theorem. This equation
asserts that, if

M(*, «) = ~ {/(*, « + h) -f (*, «)},

lim P i A;,/ (JB, a) dx = P lim \f (x, a) dx,
fc.O J n Ja A-0

that is to say that
Ahf(x,a)dx (2)

is a continuous function of h for h = 0. Hence sufficient conditions
for (1) are (II., § 25) (i.) that/(a;, a) is continuous except on certain
curves, and (ii.) that (2) is uniformly convergent in ai* interval

This general criterion is, however, not very easy to appl)\

* Iu this paper the first and second papers {Proceedings, Vol. xxxiv., pp, 16, 55)
will ba referred to as I . , I I .
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3. I shall assume at present that A is finite, and that we can
find a positive value of H such that / (%, a) and its derivates

-•*-, -^ are continuous functions of both variables in the rectangle
OX Oa

except on a finite number of curves x = X< (a). We may without
loss of generality suppose that there is only one such curve. It is
also convenient to take a + A>2X for a = o0; we can then choose It
so small that this condition is" satisfied throughout (%— H, ao+H).

Finally, we suppose either that

Um{/ (X-e , a ) - / (X+c , a )}=0
/JIT

uniformly for all values of a in question ; or that —- is identically
da

zero, i.e., X independent of o. As X is independent of e, both
alternatives are included in the single condition that

«)} = 0

uniformly for all values of a in question. Then
fit [2Xma CA

P fdx = P\ fdx + P\ fdxt
J<| ia J2X-0

P [~X'"fdx = lim fA"° {f(X+y, a) + (X-y, a)}dy

= I
Ju

and

u
if <jb(2/,a)=/(X-f2/,a)+/(X-2/,a).

Now <̂  is continuous and has continuous first derivates except for
y = 0. And



1902.] Theory of Cauohifs Principal Values. 83

The right-hand side tends uniformly to the limit

P V" &*" + fa {f (2X"a) ~f (a) } *
when c tends to zero. Henoe

is uniformly convergent; and therefore

da j 0

CX-a rx-a fa ^j£
9dy = ~dy+ —f (X—a),

Jo Jo do da

by the ordinary theorem of differentiation under the integral sign.
Therefore

da }/ da]0

= — - I $dy+ — I fdx
da)0 da JiXma

•iX-a f\j

a da

THEOREM 1.—If f (x, a), ^ , 1- are c,ontimioy,s in
Ox da

(a, A, ao—H, ao+H),

except along a finite number of curves x = Xt (a), which do not 'meet
x = a, or x = A, or one another, and have at every point a definite
direction never parallel to x ; if, moreover,

Km '-|~ {/(X.-c, o)-/(Z, + e, a)} = 0

uniformly for all values of a in (ao—H, ao + H), and

is uniformly convergent in (ao—H, it^ + H) ; then

6 2
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We have supposed A finite. But no new difficulty arises from
supposing the upper limit infinite, if there are only a finite number
of curves across which the integrals are not unconditionally con-
vergent. For then we can choose A so that

X,(«)<A «*-H<a<a0-

and
da j n J

The first term is P | ^ dx,
J» da

by Theorem 1; and the second is

JA da

if this integral is uniformly convergent; so that

Case 1 (Xj independent of a).
4. The simplest way to satisfy the conditions of the theorem is to

suppose that* f (^ a ) =QV(X-X)e (as, a),

0 being a function which has continuous derivates -— , • — , and X
independent of o. da dx

r». (i.) If /(a) = PJ1 log ( l + i ) ^ (0 </<P, o<a),

da )o(x + aj(.v — t) a+t \ t p

Integi'ating from a = Q to a = q and putting q = p, we find

(ii.) I t is easy to prove by differentiation that

(iii.) If 0 < o < l ,

Jn 1 - * rfo J,, 1—a; \sin air/

In the lntter case the symbol of the principal value ia unnecessary in the derived
integral. In general, however, when X is independent of a, both integrals are
only principal values

(iv.) P f *a-l-°?-1 d.v
v Jo l - « loga;

• The functions'nK, i|/v are defined in I . (§$ 8, 9).
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Ciuse 2 (X{ dependent on a).

6. The more interesting case of the theorem is, however, that in
which Xt depends upon a.

THEOREM 2.—If f(x, a), J-, •£- are continuous except upon the curves
ox da

x = X, (a), and f (x, a) can, near any of these curves, be expressed in the

where \jrv is a product of logarithmic factors only, anil 6 , —, arc
continuous without exception, then Ox (a

d CA Cl ?)f
da),, ' )„ da

For t. (x—X)= 11 | I' (x-X) 1$<;

in this product some or all of the signs of the absolute value may
possibly be omitted. And

\im. if (X—e)—f(X-\-e)\ = lim \J/V (e) f 0 (X—e)—0(X + e)J = 0
e»0 e.o

uniformly for all values of a.

Moreover

Oj . / , . ,_ v"\ _" i " v s IT I I* / . } . _ \ \ l"."^ n I /* (f W I"«
3a Oa * — X \i\ <t"i * i-1

The first term is unconditionally integrable. The rest consists of a
finite number of terms of the form

Qv(x—X)e (x, a).

Hence (II., § 15)

is uniformly convergent, and so the conditions of Theorem 1 are
satisfied. In this case it is always an ordinary integral whose
derivate is expressed as a principal value.

7. (i.) It i« easily verified that

f'1 l(x-a)dx= £ \A\0{z(x-a)*<lx= (A-a)l(A- a)-(rt-o) l((ir-a)-(A-n)
J« • » "

and
(lain

• By U I denote log | * |. (I., § S).
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(ii.) I t is easy to prove that, if n is integral and 0 <a< v,

\ I (cos a;—cos o) cos nx dx = — — cos na.
Jo »

or = 0, according as n > or = —irlog2. Hence

p f» cos nx dx _ir sin na ft

Jocosa;—coso sino
Similarly, from

[" I (cos x - cos o) / (cos x - cos j8) dx = ir (log 2)3 + £ir (o2 + J83) - *3o + ̂ ir3

Jo
(0 < j8 < a < ir),

we deduce j>['!i™*Z.™«)dx = ->-? ) Or J5_,
Jo co8a;—cosi8 eino sin a

accordiuy as j8 < or > a. The integral is discontinuous for j3 = o (II., § 36), and
its value for /3 = o is the mean of its values for /3 = a±0.*

(iii.) We find \cf. § 5 (i.)] that

(iv.) J»j l°g f1 t ^ ^ i .fa = _ ± {fl«log(««)9 + (1 -«a)log (l-«a)»},

unless fla = 0 or 1. This example is instructive, as (according to the values of a
and a) it may be an example of the use of Leibniz's theorem, or of either or both of
Theorems 1,2.

(v.) The following formulae afford further illustrations; in all a, j8, y are positive:

f" log ( l _ . ^ 3 l o g ( l - jp-)S«fa = '2ir2a(«</3), 2»8jB (o >/B);

, c , i ( i + , t ,

o ' o a—p a \ o / o 0—7

according as a<p*<7, o<7</3, /3<a<7, /3<7<a, 7<o<j8, or y< /5<a;

In II., § 30, the discontinuity is assigned only half itB truu value.
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8. THEOREM S.—If f(x, a) = Slv(x—a) e {x,a),

9 being a function whose derivates of the first tioo orders are continuous
in (a, A, OQ—H, o0 + ff), where a<an—H<aa + H<A, then

I (a) = P [f (x, a) dx
J ft

will have a contentions derivate equal to

(«, a)-/(it , a).

It is assumed t h a t / a n d its derivates are continuous except for x = o. A product
of logarithmic factors such as occurs in &„(») may become infinite for values of n
other than 0, such as 1, c, We suppose that such a contingency is avoided by
a suitable choice of the range (a, A) and the exponents *;.

Suppose 2a — a< A ; then, by the transformation used in § 3,

ra-a CA

• * ( « ) = <l>(y,a)dy+\ fdx,
Jo Jia-a

where </> (?/, a) = / (a + y, a) + / (a—?/, a).

Now, for values of y other than zero,

3a

-Oadi <3

This is only logarithmically infinite for y = 0, and

is uniformly convergent. Hence

"9 dy = J 7 " a d y + {/ (2a~a> a) +/(a> a)!'
Also - - / dr. = T \ f (a + ?/, «) dy

= [•'"" [^ + ^1 dy- {f (A, a) + / (2a- a, a) }.



88 Mr. G. H. Hardy on the [March 13,

Therefore

and, as the left hand tends uniformly to its limit for e = 0, the right
hand tends uniformly to its limit

This principal value is therefore uniformly convergent and continuous,
and the theorem follows. If we had taken / in the more genei'al form

Slv{x—X(*)} e(x, a),

the derivate would have been

. p.) n
a * — a o — «

= _J _
da a —a A —a

which is evidently correct.

(ii.) From PJ" ^ = 0 (0<a<ir)
J0COS« — COBO

we deduce by successive differentiation

pf* sin a;—sing ^ 2 _ pf* (sina;—sin a)2 . _ 4co9a
Jo (cos a;—cos a)8 sin5 a' Jo (cos*—CO80)8 sin3 a '

(iii.) From F f -—-. = 0 (o>0)
Jo •<- — a -

w e d e d « C e

(iv.) If i = p f "?-'*?rfr 0>, a>0),
J * a
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/Pi
we find -— + p*l = 0 , 1 = ir cos pa,

rfoJ

*J±P§dx~ $« cos ap, F f ^ \ d x = - JL Bin «?.

Infinite Limits; the general case.

10. None of the preceding theorems cover the case in which the
number of singular curves is infinite.*

THEOREM 4.—If f(x, a), ^-, ^- are continuous throughout any finite
ox .da

(a, 00,0,,-ir,

except upon a finite number of curves x = Xt (a), which satisfy the sw/ne
conditions as inl, and

lira ££{/(*,-€, tt)-/(X, + €, «)} =0
e-o da

uniformly for all values of a in (ao—H, OQ+H), and

is uniformly convergent, then will

For let <r,, o-j, ..., <r,,,.... be any series of descending positive
quantities whose limit is 0. We can choose a value of a, such that

t-df
Ja On

dx

• For the purposes of these theorems I shall alter slightly the meaning of the
expressions uniformly convergent, regularly convergent, defined in my last paper for
principal values whose upper limit is '-o .

In the definition of uniform convergence (II . , §19) condition (ii.) is to read
" however small be the positive quantity <r, and however great be H, we can find a
value of A > H, such that . . . "

In the definition of regular convergence (II., $21) condition (iii.) is to read
" however umall be the ponitive quantity or, and however groat be H, we can find
(1) a value of A > H, (2). . . .

The definitions, in their original form, Ruffice for the deductions drawn from
them in my former paper. But we have not been and shall not be concerned with
nny principal values which satisfy the original and not the modified form of thorn.
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is uniformly convergent, and

I f"
P <«r1

for all values of a in (ao — H, ao+H) ; a value of nit such that
is uniformly convergent, and P < o-jj and so on. We cau

a, Jff, I

suppose tt1<a3<..., lima,, = 00. Then none of the curves x = X,
can meet any of the lines x = ĉ , aa, ...; and the conditions of I. are
satisfied in each of the regions

and . — 1J x = lJ\ J7-

fdx
J f f

(a0 = a) is uniformly convergent. Therefore

Moreover the series 2 -,-- P
0 da

« Vann Va

11. (i.) Thus, if / (a) = P f° sin ax tan a; --*,
Jo .*

— — P P cos ou» tan x — =» Jir.
aa Jo x-

And, as / (a) is continuous for a = 0,

Jo
Similarly - ( 3

Similarly we can establish the following results:—(ii.) If a > 0,

P f log f 1 + — ) — = 2ir tun-1 tanhia,
Jo

 8 \ x* I cos-c

J * / a- \ 2 t/.r „ „

log I - " = 0, W2, 2»2,
according as (2»-£) ir < a < (2« + i) ir, a =. (« + ^) ir, or (2» + ̂ ) ir < o < (2» +1) ir.
In tlio hitter case we prove iirst that the integral is constant where continuous!,
and evaluate its discontinuities by II . , $ 36.
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(iii.) If 0

o jB 2 - * 2 cos a; [_2)8 cos 0 o j8 2 - { (« + £) 7r}cos 0 o j8 2 - { (« + £) 7r}2J

(iv.) PC—\ .
Jo coss-cosa a'

dx
z2 + z2 2a (cosh a—cos o)

12. THEOREM 5.—If the conditions of 4 are satisfied, except that

P ^- dte
la Oa

is only regularly convergent,

For let cr,, o-9, ... be a series of descending positive quantities whose
limit is 0. We can choose a value of av a set of positive quantities
piiit each less than some fixed quantity^, and a division of (u0—JEf,
«0+fl) into two sets of partial intervals 6X „ rj1)h such that

is uniformly convergent in 0hi and

in mhi; and, moreover, P I ' < ^ i n 6hi, and P < <r in 171,,.
I .Jn I I Jo I

If then we define a[ (a) as being = a, in 0, and al—pli in ijj,,,

P I is uniformly convergent, and
la

I f1'

I P L <<r-
for all values of a in (ao—H, ao-\-H). We next choose a,, p% „ 0%i, r}2,,,
similarly corresponding to o-2, and define a\ (a) in the same way; and
so on. And we can suppose that the least value of a',+] (a) is greater
than the greatest of a,', (a), and that lim a'n (a) = 00 uniformly for all
values of o. Then, if a'o = a,
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and the second series is uniformly convergent. So the theorem
follows as before.*

13. If, e.g., I (a) - f *&«*..•* ds (a > 0),
Jo *

da Jo

I (a) = —air.

Again, it is easy to prove that
*00 j

I cos ax log cos2 ax = it cosh a log (1 + e"'la) -ire-" log 2,
J o 1+s-

P I cos ax log cos3 eta; = ira cos «—ir sin a log 2,
Jo 1 - *

if 0 < a< 2o, and in the second formula 2a< ir. Differentiating,

P cos aa; tan az —^ = - iir cos a.
Jo 1 - s 2

If / (o ) = f l o g (l- — Y log cos3 (tcrf*,
Jo ^ * '

da ) a ° \ Z2

da da

Hence — = 2a-ir, I = 2a2air.

14. A good deal of the substance of $§ 2-13 appeared in a paper " On Differentia-
tion and Integration under the Integral S ign" {Quarterly Journal of Mathematics,
No. 125, 1900, p. 66).

* There is a difficulty here which should be expressly mentioned. If

(";*' = '&'-««
Jo,, Ju(i

-4^ = «'„ for a = an, and indeed throughout an interval (oo—Sn, ao+ H,,), which
da

may, however, decrease indefinitely as n increases. Since <*„ is not continuous
throughout {OQ—H, OQ + H), neither un nor u'n is as a rule continuous throughout
that interval for all values of n ; and for certain values of a, which may approach

indefinitely near to a0 as n increases, -'-- ceases to be determinate at all. The series
da

tun may none the less be differentiated for a = a^. I omit the formal proof of this
statement, as it is detailed and perhaps tedious.



1902.] Theory of Oauchi/s Principal Values. 93

Integration under the sitjn of the Principal Value.

15. If / (a;, y) is a continuous function of both variables in the
rectangle (a, A, b, B),

CH CA CA CB

\ dy\ f (*. y)dx = dx f («>y) dv-
Jfc Jn Jn Jb

But this equation is true under much more general conditions, which
have been studied by many writers, among whom I may particularly
mention M. Ch. de la Vallee-Poussin. It is sufficient, for instance,
(when the limits are finite), that f(x, y) be finite throughout any
part of (a, A, b, B) which does not contain any point situated on a
set of curves satisfying certain conditions, and

CA rn
f («i y) dxi f (». y) dy

Jn Jh
be uniformly convergent.

I shall not, however, enter into any discussion of these general
conditions in this paper. The question Avhich concerns us now is:
Under ivhat circumstances is (1) true when some or all of the integrals
contained in it are only principal values ? And I have already pointed
out that it is not worth while to attempt to state theorems connected
with the principal value with all the generality we can give them.
What is worth doing is to distinguish and examine the various simple
cases which occur when we are dealing with functions which present
themselves naturally in analysis.

We shall suppose then that /(.c, y) behaves in a normal manner
throughout (a, A, b, B), except in the immediate neighbourhood of a
finite number of simple curves, along which it becomes infinite in
such a way that its integral with respect to x or y is not uncon-
ditionally convergent across them.

16. The simplest case is that in which these curves are straight
lines parallel to the axes.

Let us suppose, in the first place, that / (.r, y) is continuous except
for x = o. Then, however small be the positive quantity e,

la Ja + e'

Further, let us suppose that

p[A fdx
it,



94 Mr. G. H. Hardy on the [March 13,

is uniformly convergent. Then, however small be tr, we can choose c
BO that . .

I a+e

P fdx <a
Jo-e

throughout (6, P»). Thus the limit of the right hand is

and so the left hand also tends to a limit which is, by definition,

CA CB

P\ dx\ fdy.
Ja Jb

THEOREM 6.—If f(x, y) is a continuous function of both variables
throughout any part of (a, A, 6, P») which does not include any point of
the line x = a, and «,

P fdx
Ja

is uniformly convergent, then
[A (B CB (A

P\ dx\ fdy=z\ dyP\ fdx.
ia 1b Jb ' Ja

17. If a = b = 0, A = B = e, and

we find on integration that

PI log I 1 + ) I + ) dx = log — - log
Jo \ x + f}/\x—a x + a + pi a o+j8

18. Let us suppose now that B is infinite, and that, for any
finite value of B' > 6,

(A. CB- CB- CA
P\ dx\ fdy=\ dyP\ fdx;

Jfl Jb Jb Ja

then, if I fdy is convergent, except for x = a, and
J"

lim P | dx\ fdy = O,
*•"> Ja JB>

this equation passes over in the limit into

P \A dx f fdy = f dyp \Afdx.
Ja Jb Jb Ja
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Suppose, for instance, that

f _ tSSJ/1
J —

x—a

if/ being a function whose derivate ~• is continuous throughout
ox

(a, A, 6, ao ), and that

\\dy, r&ay
Jb Jb OX

are uniformly convergent in (a, A) ; then

is continuous, and has a continuous derivate represented by

dx

Also P \dx \ fdy
J<» J B'

is determinate, and equal to .

for any small positive value of e. The last term

and this is numerically < cjif, whei'e K is a quantity independent of
c and of B'. We can therefore make it less than any assigned positive
quantity <̂r by choice of a value of e independent of R. We can
then choose B' so that

xf/dy < a €

2(A-a)

for all values of x in (a, a—e) fand (o+«, .4), and all values of
Bl >. B*; and therefore

Hence <<r;
I f̂ 1 f"
P cfo /

I J a J £,

so that limPI dx \ fdy=O.
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This is equally true if for we substitute the more general
factor Qu (x — a).

19. The extension of §§ 16, 18 to the case in which A = co does
not present any fresh difficulty which is particularly interesting to
us now. For we have only to combine the equations

CA [B [B CA
PI dx\ fdy=\ dyP\ fdx

Jn Jb ib Jn

t<*> CB CB f»
and dx i f dy = \ dy\ fdx;

iA Jb Jb JA

and the difficulties which may meet us when we try to prove this
last are not those with which this paper is concerned.

20. We, can prove, for instance, without much difficulty, that the theorem holds
if « = J = 0, A — B = oo , and

Wo deduoc r «*?J££ = - h f JV- P f 52i^ dx
J i 2 J i 2 J ^ 2
r «*?J££ = - h f JV- P f 52i
Jo i+y2 w Jo i+y2 Jo ^ -

2 0 - f dy pcoasy .
«• Jo *»-a«Jo i + y2

a result proved othenvise by Schliimilch and Kronecker.

21. It is to be observed that we need not insist on the condition
laid down in § 18, that

Jb Ox

should be uniformly convergent, if we can assure ourselves that

¥ (a) = [ $ dy
JB-

has a continuous derivate always numerically less than some quantity
independent of x and B'.

This case occurs, e.g., if

when we deduce -P = it cot vit
Ju * — '
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22. Let us suppose next that the limits are finite, and / continuous
except along x = o and y — ft, where n< a < A, b<f$<B; and that

P\ .fdx, P\ fdy
Jn Jb

ai'e uniformly convergent, except for y = /3 and x = a respectively.
Then

P dx(\ + ) / r Z 2 / = ( + JrZyP fdx,

however small be 6. This equation will pass over in the limit into

(1) P [' dxP \B fdy = P f* rfj/P f'V'^,
.)« ib )b Ju

dx P / rfa?
U J/9-0

be determinate, and tend to zero for 6 = 0. And it is clear that this
will be the case if the same is true of

, y)

fa + e [P + e ft r
P P = P | dtP\

Ja-e J^-fl J-e )
Now let us suppose that

(

where if/ is a function which has continuous first derivates throughout
(a, A, b, B). To save unnecessary discussion we shall assume that
\jz (x, y) is capable of expansion in a Taylor's series in the neighbour-
hood of (a, (3). Then

^ (« + £» /3 + v) ~ <A (n> ft) + £^i (̂ > '?) + 'J'/'s (£> 7?) J

where i/',, \j/3 are functions which also behave regularly near (a, /}).
We consider the integrals arising from these three terms separately.

(i.) Since P - = 0,

the first term contributes nothing,

(ii.) The second contributes

which is determinate and tends to zero for 6 = 0.

• I . , $12.
VOL. XXXV.—NO. 7 9 6 . H
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(iii.) The third contributes

This is also determinate and tends to zero for 0 = 0; for

f..
is a function of £ which possesses a continuous derivate

and

where — e<.^_le .

Hence' in this case
[A CB CB [A

P\ dxP\ fdy = P\ dyP\ fdx.
J o . Jt Jb . in

And it is easy to see that the same conclusion holds in the more
general case in which

/ (a, y) = fi, (x-a) fi, (3,-/3) $ (x, y).

23. So long as there is but a finite number of singular lines parallel
to either axis, the extension of (1) of § 22 to the case in which A or
B or both are infinite does not present any fresh difficulty, as the
rectangle (a, oo, b, oo ) can be divided up into a finite number of
partial rectangles each of which satisfies the conditions of one or
other of the preceding sections.

24. If a = b = 0, A - B = oo (o,

and f{x, y) = 1

we obtain, after some reduction,

25. It sometimes happens that the formula
CA CB [B CA

dx\ fdy=\ dy\ fdx
.'.- ib ib Ja

is only true if we introduce the sign of the pinncipal value before
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one of the outer integral signs. We may have

K
CA (B [A [A fh

and I ' M convergent, while is not so. If, however,
Jo JbJn JaJb

lira = 0 ,
)b Jo_t

equation (1) will pass over in the limit into
CA CB n, rA

P\ dx\ fdy= dy\ fdx.
Ja Jb Jb in

This case is not of the same type as those which we have been
discussing.

26. Suppose b = 0, B = oo ,

and f{x, y) = e-"l l+c08a ) sin ( s -

<p (x) being a function of x which possesses a continuous derivate. Then, so long
as x is not an odd multiple of it,

J>J
Hence, if A is not an odd integer,

f e~vdy f e-v»0*xe\n(x-ysins) <f>(x) dx ;
Jo Jo

eceding section is

Now, e-"C0SXsin(a;-j/Hina;) = I ( - ) '

provided the condition of the preceding section is satisfied.

) ' " 1 V "

and so P [A i tan }«<p (*) rf* = f «-» rfy f̂  (̂  (x) 2 ( - ) " - ' ^ . 8 i " . 2 * rte
J« Jo J« • » '

Ju « » ! Ja

= 1 ( - ) " • ' —, ( c"" y" dy \ e i n *" <P (*) r f c

0 "'• Jo J<»

= 2 ( — T"1 f fiin nx <p (x) dx,
o . J«

provided this series be convergent. As this result has already been obtained by
another method in I I . (§ 28), I shall not delay over the proof that the inversion of
the order of integration is as a matter of fact legitimate.

27. So far I have supposed that the singular lines are all straight
lines parallel to an axis. I shall now consider the case in which
they are continuous curves never parallel to either axis. The

H 2
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simplest such curve is the line
x-y,

and 1 shall begin by supposing that this is the only singular curve.
It will not be difficult to generalize the insults.

28. Suppose, then, that / (a\ y) is a function whose derivates

;>•, • - are continuous throughout any part of the square
dx Cy

(a, A, a, A)

which does not include any point of the line a* = y\ and that, near
x = y, f (.r, y) ma)' be expressed in the form

6 being a function whose derivates , — are continuous without
exception. ?x d!'

[A

Then P I f dij is uniformly convergent in « — (a, A), except for

f dx iu y = (a, -4), except for y = a, A. And

the function ' "

is a continuous function of both variables except along the line x = y,
and as y approaches a? becomes infinite (if at all) in such a way that

lim rj" <f> (#, x—»/) = 0

for any positive value of ft. And

<f> (as, y) dx
J a

is uniformly convergent in (a, A),

Similarly, if \\i (at, y) = P I f dx,
]<>

* (a'> 1j) 'hi ^s uniformly convergent in (a, A). We exclude x — y

from the field of integration by the two lines x—y = ± e. Applying
the ordinary theorem, that the order of integration is indifferent, to
that part of the remainder of the field which lies between

?/ = A — «,
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we find (Fig. 1)

0 ) dy(\ + )fdx=s\ dx\ fdy+\ dx\ fdy.

J//-f '-C'^-'j-. y + flt J;/-e

where —1 = ^ = 1 -

We cau therefore choose e$ so that P I is numerically less than

any assigned positive quantity - ~ - for all values of c^c,,.

Then the left-hand side of (1) differs from

I'' *dyP I fdx
J a** J a

by less than iff. But we can also suppose e0 so small that

j-pj1., f A'
Jrt J II J| .1 • t J a

are also numerically less than f̂f. Then the left-hand side of (1)
differs from f < {A

difP\ fdr
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by less than <r. And the right-hand side of (1) is

(.I-.* /(••*•' .rA'e\

where A = dx\ fdy+\ dx\ fdy.
Ja Jxtt J A-ie Jrt + e

And an argument similar to that used above shows that e0 can be
chosen so small that this differs from

| dxP\ fdy

by less than <r. Hence

|M CA I'A CA

dyP\ fdx= dxP\ fdy.
Ja Ja J.i Ja

28. N"ow, let y = X(u), X (u) being a function which has con-

tinuous derivates -T- , -p-r, the first of which does not vanish
du du

between y = a, A. And suppose

X(b) = a, X(B)=A.

Then F(x,u)=f{xtX(u)}

may be expressed in the form

F+ 2 Clv. \x—X(u)} $i (x, u),

where F is a function which is continuous throughout
(a, A, b, B),

except on x = X (u), and possesses an unconditionally and uniformly
convergent integral across it; and &v is a function whose derivates

-^y —̂ are continuous without exception.
ox ou

Also P I' /</lC = P j F(x, u) dx,

and, by I., § 21, p[A fdy =
Ja. .

[B ,. fA [A i'II

and so duP\ Gdx = dx'P\ Q du,
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where G - F (x, ti) 4 ^
du

is a function of the form

We may suppose, moreover, that G is any expression of this kind;
for any such expression, when expressed in terms of y, becomes a
sum of terms to each of which the argument of the preceding pages
may be applied. And the conditions satisfied by X («) amount to
this, that x = X (u) is a curve of continuous curvature which is
never parallel to x or it, and passes, through two corners of the
rectangle (a, A, b, B).

29. THEOREM 7. — If' f (x, y) is a function whose derivates

^-, -̂ - are continuous throughout
Ox vy

(a, A, 6, B), .

except on a finite number of curves of continuous curvature

which do not intersect and are nowhere parallel to the axes, and if
f (a;, y), in the immediate neighbourhood of any one of these curves, can
be expressed in the form

or in the funn </ (a, y) + 2 QVx {y— Y, (x) j Qx (x, y)<

where f (x, y) is a function which becomes at most logarithmically infinite

along x = X{(y), and QK a function ivhose derivates •7—, —— are con-
tinuous without exception, then will J

For (see Fig. 2) we can divide the rectangle (a, A, b, B) into a
finite number of rectangles, to each of which we may apply either
the equation proved in the last paragraph or the ordinary theorem
as to the interchange of two integrations.
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30. If

and f(x, y)

we deduce, after some reduction,*

a = b = - 1 , A = B = 1, o, j3 > 1,
1

/

/

^ — ^

/

FIG. 2.

31. A considerable variety of different cases may occur when we
suppose A or /? infinite, but the singular curves still finite in. number.
If, for instance, x = y is the only singular curve, no new difficulty
arises when one of A, B is infinite; but when they are both infinite
further discussion is necessai'y.

32. Let a = 0, A = » , 6 = 0, B = H > 1,

nnd fix, y) = _

<f> (y) being a function whose dcrivatc is continuous. The singular cxvrve is the
hyperbola .r2—*/3+ 1 = 0 (Fig. 3), and satisfies the conditions of 7, except at (0, 1),
where it becomes parallel to x. Hence, if e> 0,

i
Jo

But it is not difficult to prove that •

Hence f r f s i f - fM^ = f J

Jo Jo a?-y*+l Jo
from which we <tau derive various integrals.

* This oxiiniplo is worked out in detail in the paper in the Quarterly Journal
already referred to, p. 131.
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Fio. 3.

33. When A and B are both infinite there is another condition to
be attended to. Let us suppose that there is one singular curve
(such as x—y = 0 or x2—y2+l — 0) which extends to infinity in the
positive quadrant in a definite dii'ection not parallel to x or y. Then
for any finite values of A and B

f.i Cn Cn \ i
P = / ' ;

J" J'- Ji> *,<

and we may suppose one of the upper limits, say A, replaced by co,
as in the example of § '$2. We need not stop to discuss the condi-
tions under which this is legitimate; for, if the singular curve meets
y = B in (A', B), we have only to combine the two equations

iM, Cn Cn f.i, C'- Cn CJI f-

Jn Jb Jb • J« J.I, J/, ' Jb J j ,

(At > A'; see Fig. 4). Let us suppose, therefore, that
f00 Cn . c> P*
\P = P •
Ja Jh Jh Ja

Then, if .p P f

is determinate, and tends to the limit 0 for B = oo, this equation
ultimately passes over into

fpf=f
J<» J * Jh

34. Let a — — oo , b = 0,

and / (* , y) = "">&>

where <̂  (//) is a function whose derivate in continuous Then, if the condition of
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tho previous section (or that which results by interchanging x and y) is satisfied,

J -• Jo *—.'/ Jo
I t can be shown (I omit the proof) that this equation certainly holds if

I 4> (i/) fy is absolutely convergent. If, e.g.,
Jo

2/

0

*

gives

FIG. 4.

- rfio = £ ic1'

But (1) also may be true if \ <p (y) dy is not absolutely convergent. If, e.y.
Jo

y + o

it gives J" log ( x- ) ^ ^ > = ~ ( ( f ~5i

35. Moreover (1) is only a particular case of tho moro general formula

(2) f ^-efcpf -*M-rfy = wif%(y)C^W%,

which holds when 0 (y) satisfies certain conditions.

If, c.y., & = - » , <M'/) = 1 | - V e(j/) = ff//-^- (a, »>0),

(2) becomes, after a little reduction,

Jo V y / i + yJ
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36. There are two more questions which we must discuss in order
to complete this series of investigations. In the first place, when two
singular curves intersect within the field of integration, the formula

(•A CB(1) 1/1 =
generally ceases to be true. If, for instance,

f(x v \ - ft («» V)
A. (x, y) n (x, y)

where i}/ is a function with continuous derivates, and A = 0, /u = 0
are two curves which satisfy the conditions of 7, except that they in-
tersect simply at the one point (a, /?), the difference between the two
sides of (1) will be

We shall have to discuss this case, and some other similar cases in
which the corresponding " correction " or " residue " can be found.

In the second place, we must attempt to extend the theorems of
the latter part of this paper to the case in which not only are the
limits infinite, but the singular curves infinite in number.

Types of Perpetuants. By J . H. GRACE.

Received and read June 12th, 1902.

1. I propose to apply the symbolical method of Aronhold directly
to the discovery of the irreducible system of covariants of an in-
definite number of binary forms of infinite order.

Suppose the forms are a", 62, c", .. . ,

when n is indefinitely large ; then the problem is to evolve a system
of forms of the type

(aby(bcY(cdy... ap
rb

q
T...

in terms of which all others CRn be expressed.
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