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1 Key Themes, Constructs and
Interdisciplinary Perspectives
in Second Language
Pronunciation Assessment

Talia Isaacs and Pavel Trofimovich

Assessment of Second Language Pronunciation:
Where We Are Now

After a period of relative neglect, second language (L2) pronunciation
has experienced a resurgence of interest among applied linguistics research-
ers and L2 practitioners, with several indicators signalling growing momen-
tum. For example, the past decade has witnessed the emergence of
pronunciation-specific special journal issues (e.g. Cardoso & Trofimovich,
2014), invited symposia (e.g. Derwing & Munro, 2010), webinars and
Electronic Village Online sessions organized by the pronunciation special
interest group of professional teaching associations (e.g. Harding & Selman,
2014), research timelines (e.g. Munro & Derwing, 2011), meta-analyses (e.g.
Lee et al., 2015), and encyclopaedia volumes or handbooks (Reed & Levis,
2015). In addition, evidence of the growing interest in L2 pronunciation
research is reflected in the establishment of the annual Pronunciation in
Second Language Learning and Teaching (PSLLT) conference and proceedings
in 2009 and, more recently, in the launch of the Journal of Second Language
Pronunciation in 2015 — a symbol of the professionalization of the field. These
developments have been accompanied by a substantial overall increase in
the proportion of pronunciation-relevant articles published in applied lin-
guistics journals over the past few years (Levis, 2015), which is key to the
reintegration of pronunciation research into the applied linguistics research
mainstream after decades of being sidelined. Several recent graduates with
pronunciation expertise have also launched into academic positions at

3



4 Part 1: Introduction

international universities and are, in turn, training a new generation of pro-
nunciation proponents, assuring L2 pronunciation a bright future in research
and teacher training in the years to come, although there is much more work
to be done (Derwing & Munro, 2015).

Pronunciation is, by its nature, interdisciplinary, drawing on research
traditions in psycholinguistic, sociolinguistic and speech sciences and
strongly interfacing with work in second language acquisition (SLA) and L2
pedagogy. There have been developments in all of these areas, although few
common platforms for discussion exist, as the scholarly discourse, method-
ologies and research priorities vary substantially across domains. Notably,
much of the renewed applied pronunciation related activity over the past
several decades has been conducted by SLA researchers and research practi-
tioners interested in teacher training and, to a lesser extent, by those research-
ing the use of an L2 as a lingua franca across the globe. Interest in L2
pronunciation from within the language assessment community specifically,
which includes both researchers and practitioners (e.g. exam board staff), has
taken much longer to ignite. For example, there is no dedicated book on
assessing L2 pronunciation in the foundational Cambridge Language Assessment
series to accompany books on assessing other language components (e.g.
grammar and vocabulary, although assessing pragmatics is similarly not fea-
tured). Pronunciation also plays only a peripheral role in books on assessing
L2 speaking (Fulcher, 2003; Luoma, 2004) and was singled out as not having
been included in Fulcher’s (2015) research timeline on the topic. Until
recently, there has also been little acknowledgement of the absence of pro-
nunciation from the L2 assessment research agendas (Isaacs & Thomson,
2018), or of its often peripheral role in assessing L2 speaking proficiency,
including in scales, where it has either been unmodelled or inadequately
operationalized (Harding, 2013, this volume; Isaacs ez al., 2015).

The 2011 Language Testing Research Colloquium marked the 50th anniver-
sary of the publication of Lado’s (1961) seminal book, Language Testing,
which is widely considered to signify the birth of the language assessment
field (Spolsky, 1995). Over half a century later, Lado’s work remains the
only non-thesis single-authored book-length treatment on pronunciation
assessment (among other topics) and, hence, the existing authority on
designing and administering pronunciation tests, despite some key concepts
being out of date (Isaacs, 2014). However, there are recent indications that
pronunciation assessment is emerging from its time warp. For example,
whereas only two pronunciation-focused articles were published in the lon-
gest standing language assessment journal, Language Testing, in its first 25
years of publication (1984-2009; Isaacs, 2013), seven articles have appeared
in the five-year period since (2010-2015; Levis, 2015). Pronunciation assess-
ment has also been featured in major events targeting the L2 speaking con-
struct (e.g. the 2013 Cambridge Centenary Speaking Symposium) and in at least
four externally funded TOEFL and IELTS research projects since 2010, a
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topic hitherto rarely focused on in the validation of high-stakes tests. This
implies that pronunciation is increasingly being viewed as integral to the L2
speaking construct.

Beyond the piecemeal contributions of individual researchers, a more sus-
tained shift in attention back to pronunciation from the language assessment
community at large has been seen in the introduction of fully automated
standardized L2 speaking tests (e.g. Pearson’s Versant test and Educational
Testing Services” SpeechRater), which place considerable weight on acoustic
and temporal measures in scoring (Kang & Pickering, 2014; Zechner et al.,
2009). The launch of fully automated tests in the international language test-
ing market (e.g. the Pearson Test of English Academic for university entrance
purposes) fed into a rigorous field-wide debate on machine-mediated auto-
mated scoring in the first decade of the 21st century (e.g. Chun, 2006, 2008;
Downey et al., 2008), which has arguably evolved into more pragmatic accep-
tance of the inevitability of the use of automated speech recognition technol-
ogy during the second decade (e.g. Isaacs, 2016; Xi, 2010, 2012).

The growing use of English as a lingua franca in diverse international
settings brought about by economic globalization and technological advance-
ments has catapulted the issue of defining an appropriate pronunciation
standard in L2 listening and speaking tests (e.g. Canagarajah, 2006; Elder &
Davies, 2006; Jenkins, 2006; Ockey & French, 2014), in light of growing
attention to proposals for supplementing (if not supplanting) the native
speaker standard. Such discussions are permeating the decades-long language
testing literature on international teaching assistants (ITA), with pronunci-
ation-relevant research strands now focusing on identifying the linguistic
features that are most important for being intelligible or easily understood
by listeners, in addition to identifying sources of listener bias (e.g. listener
background characteristics, such as differential exposure to particular variet-
ies of L2 accented speech) that could have bearing on their judgements of oral
performance, instructional competence or other social measures (e.g. Hsieh,
2011; Isaacs, 2008; Kang, 2008, 2012).

Bringing Together Different Research Strands

Although there are signs of growing interest in L2 pronunciation assess-
ment among researchers and educational practitioners, there is, as yet, no
synthesis of work beyond single book chapters in edited volumes that tend
to target either audiences of primarily language testers (e.g. Isaacs, 2014), or
predominantly SLA-oriented pronunciation researchers (e.g. Levis, 20006),
with little apparent crossover between these communities. Consolidating
knowledge on pronunciation assessment is sorely needed to keep pace with
current advancements, promote a baseline level of understanding of relevant
issues, spearhead interdisciplinary dialogue, guide teaching and test
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development, and inform future research directions. This volume seeks to fill
this gap by bringing to light the insights from assessing other skills (e.g. lis-
tening, writing) in addition to drawing on perspectives from research in
speech sciences, SLA, psycholinguistics and sociolinguistics, including lingua
franca communication, with concrete implications for pronunciation assess-
ment. This edited collection thus pools the expertise of authors from differ-
ent research communities to establish a common platform by which to carry
issues forward in a research area that is increasingly assuming a higher pro-
file and gaining currency in all domains within applied linguistics.

The edited collection caters to a mixed audience of L2 researchers, gradu-
ate students, teacher-educators and exam board staff with varying levels of
expertise in pronunciation and assessment. It is conceived of as the first point
of reference for readers from different disciplinary backgrounds, bringing to
the fore topical issues and challenges that relate to formal and informal
assessments of L2 pronunciation in classroom, research and real-world con-
texts. The edited volume is thus likely to be informative to both a new gen-
eration of researchers hoping to make inroads in pronunciation and/or
assessment, and experienced pronunciation researchers who wish to consult
and cite high-calibre work both within and beyond their specific areas of
expertise. Although not explicitly tackling problems to do with developing
and validating L2 pronunciation tests (e.g. item writing), which remains a
tangible gap in the literature (Isaacs, 2014), the concrete implications for
pronunciation assessment in each study are likely to address at least some
important conceptual and practical issues and to generate further thought
and discussion. Due to its interdisciplinary nature, the edited volume is likely
to cater to students, researchers and practitioners with wide-ranging inter-
ests in applied linguistics that extend beyond pronunciation.

The chapters, which together span the methodological spectrum (quan-
titative, qualitative, mixed methods), represent the breadth of research tra-
ditions used to examine the linguistic and non-linguistic phenomena
relevant to L2 pronunciation assessment. The chapters also include state-
of-the-art reviews, empirically grounded contributions and research com-
mentaries that interface with different aspects of pronunciation and
assessment, elucidating key issues and underscoring implications for fur-
ther research and practice. Despite the substantive and methodological
breadth of each contribution making up the collection, the following prin-
ciples apply to all:

(1) Each chapter is written in clear and accessible language for an audience
of academics, graduate students and L2 teaching and testing profession-
als with varying expertise in L2 pronunciation and assessment.

(2) Key definitions of relevant terms are provided within the context of
each chapter to promote an understanding of the definition of major
constructs for the purposes of the reported study.
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(8) In the case of research reporting, justification for key methodological
decisions is provided to render the rationale behind novel procedures or
adherence to research conventions more transparent.

(4) Each chapter concludes with a section delineating concrete implications
for research and practice in L2 pronunciation assessment or future
directions.

Structure of the Book

This book consists of 14 chapters, which can be read in sequence or as
stand-alone units, featured in four main sections.

Part 1: Introduction

The chapters in this part, including the state-of-the-art overview in this
introductory chapter, cover fundamental concepts in L2 pronunciation
research, centring on ways in which major constructs are defined and opera-
tionalized, including problematizing pronunciation assessment instruments
used by human raters.

Part 2: Insights from Assessing Other Language Skills and
Components

This part focuses on the learning and assessment of other L2 skills and
components, with chapters on assessing fluency, writing and listening. The
assessment of these areas of ability has been more extensively researched
than the assessment of L2 pronunciation, and insights could be useful in
informing the future development of the field.

Part 3: Perspectives on Pronunciation Assessment From
Psycholinguistics and Speech Sciences

This part consists of empirical studies grounded in research in psycholin-
guistic and speech sciences, including work on individual differences in lis-
tener (rater) characteristics and different objective and subjective ways of
measuring the linguistic properties of L2 speech.

Part 4: Sociolinguistic, Cross-cultural and Lingua Franca
Perspectives in Pronunciation Assessment

This part focuses on the implications and applications of pronunciation
teaching and assessment in various cultural, educational and lingua franca
contexts, including the role of the native speaker as an assessment stan-
dard. These contributions provide a unique perspective to the volume by
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contextualizing pronunciation assessment within the complexities of pres-
ent-day multilingual, cross-cultural and educational spaces.

Part 5: Concluding Remarks

The concluding part summarizes, synthesizes and discusses the nature
of the innovation of each contribution and of the volume as a whole. It con-
cludes with future directions for L2 pronunciation research and practice for-
mulated as research themes and questions that are likely to be the subject of
further investigation.

Key Concepts and Definitions

As stated above, this book responds to the urgent need to consolidate
current expertise on L2 pronunciation assessment by bringing together
insights and highlighting pedagogical and assessment implications from
within the applied linguistics community that are of relevance to language
assessment researchers and practitioners on a common platform. Having a
single forum for bringing together different voices is a preliminary means of
arriving at a common understanding of key issues, understanding the breadth
of approaches, and charting future directions from an informed and interdis-
ciplinary perspective, which is the overarching goal of this volume.

It seems fitting that a book that includes contributions from members of
different research communities would begin by establishing common threads
and providing definitions as a means of synchronizing across the different
areas. However, without wanting to impose a priori definitions to the
authors when approaching them for contributions — because they are con-
ducting work on different facets of L2 pronunciation and/or assessment with
distinct areas of expertise — providing common definitions of at least some
key terms, particularly in L2 pronunciation, for the benefit of end-users is, at
this stage, unfeasible. This is because there has been little cross-talk across
fields and no precedent in terms of edited volumes on L2 pronunciation
assessment that encompass the breadth of the research and practical applica-
tions presented in this collection. Although contributors are, in some cases,
writing about similar issues, they tend to be approaching problems from
different perspectives and, for the most part, speaking in very different lan-
guages, with different underlying assumptions and understanding of key
issues, which they strive to clarify with transparency through the course of
their chapter, and with discernibly different research priorities. Thus, the
task of providing all-encompassing definitions that pervade all of the contri-
butions — for example, for a term such as ‘intelligibility’, which has been
defined and measured in numerous ways in the literature (Isaacs, 2008) in a
similar way to a term such as ‘fluency’ (Koponen & Riggenbach, 2000) is
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difficult, with different shades of meaning coming to light in different chap-
ters as the concept is discussed in both broader conceptual terms, and in
narrower operational meanings in the context of individual studies.

Despite these challenges, we feel that it is both possible and appropriate
to clearly define the terms ‘pronunciation’ and ‘assessment’ that appear in the
title. ‘Pronunciation’, in the way it was conceived of for this edited volume,
encompasses (1) individual consonant and vowel sounds, commonly referred
to in the literature as ‘segments’, and (2) features that span a larger unit than
a single segment, such as word stress, rhythm and intonation, referred to
synonymously in the literature as ‘suprasegmentals’ or ‘prosody’ — terms that
are, therefore, used interchangeably in this volume. However, the reader
should be aware that language tests, including rating scales, may have their
own operational definitions of these terms that diverge from these meanings
(Isaacs et al., 2015).

Following Bachman’s (2004) expanded view of assessment, the term
‘assessment’ in this volume broadly refers to the process of information gath-
ering (e.g. about an L2 learner’s or test taker’s ability), potentially from mul-
tiple and varied sources on the variable(s) of interest, including generating
information about what learners can do to feed into the teaching cycle. In
contrast a ‘test’ refers more specifically to a particular type of assessment
involving the elicitation of an L2 learner’s or test taker’s performance followed
by inferences or decision making on the basis of that performance, generally
informed by a test score or a numerical indicator from a score report.
Therefore, all tests are also assessments, whereas not all assessments are tests,
although tests are a very common and, due to their often high stakes, the
most high-profile form of assessment.

We hope that this volume will be viewed as a trendsetter in a burgeoning
field that is steadily gaining momentum, consolidating knowledge on cur-
rent practice across disciplinary areas and driving the conversation forward.
We also hope that it will help establish commonalities across research areas
and facilitate greater consensus and agreement about key issues, terminology
and best practice in L2 pronunciation research and assessment moving
forward.
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2 What Do Raters Need in
a Pronunciation Scale?
The User’s View

Luke Harding

Introduction

Pronunciation scales have been shown to be highly problematic to design
and implement, with descriptors suffering from inconsistencies, vague lan-
guage, conflated constructs and unclear trajectories (see Harding, 2013;
Isaacs, 2013). In addition, pronunciation presents an area of judgement where
a rater might rely heavily on his or her own conceptualization of the con-
struct when a scale becomes difficult to use (Harding, forthcoming). It is
therefore essential that users’ experiences in applying pronunciation scales
are understood and considered in the scale design process. This chapter will
present a study that investigated the usability of a particular pronunciation
scale, with a view to abstracting from raters’ experiences to a set of general
principles for the future design of usable pronunciation rating instruments.

Background

A rationale for scale usability research

Designing a rating scale is a challenging task for any prospective language
test developer. The difficulty comes in two parts: (1) knowing what informa-
tion to include in scale descriptors at different levels; and (2) ensuring that
the scale will be interpreted correctly and consistently by raters. Much of the
literature on rating scales and rater behaviour has been framed around these
two challenges. On the first point — knowing what information to include
in descriptors — a now common set of methods is recommended for scale
development depending on a designer’s level of expertise and the resources at

12
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hand. Fulcher (2003) describes the two broad scale design approaches as
‘intuitive’ and ‘empirical’. The former relies on procedures such as expert or
committee judgement to develop a set of criteria, perhaps modifying an
existing scale. The latter consists of methods such as scaling descriptors (the
procedure undertaken to create the Common European Framework of
Reference (CEFR)), empirically derived binary-choice boundary definition
scales (EBBs), or data-driven scale construction where performance data is
drawn on to identify criterial features across levels. Empirical methods are
perceived as the more rigorous approach, and accounts of empirical scale
development can be found in the research literature: for example, North
(2000) for scaling methods, Upshur and Turner (1995) for EBBs, and Fulcher
(1996) for the data-driven approach (see also Knoch, this volume).

On the second point — ensuring that the scale will be interpreted cor-
rectly by raters — research has also explored what happens after a scale has
been developed and is in use, focusing on whether raters interpret scale
descriptors in construct-relevant ways, identifying factors which guide deci-
sion-making processes in assigning grades, and attempting to understand the
bases of divergent rating behaviour; this is the growing field of rater cogni-
tion (see Bejar, 2012). Researchers have considered rater decision making in
relation to writing (Baker, 2012; Cumming et al., 2002), speaking (May, 2009;
Orr, 2002), and the grading of limited production tasks in listening assess-
ment (Harding er al., 2011). One key finding of studies of this kind is that
scales themselves have a limited capacity for ensuring valid interpretation
and consistent application among raters. As Bejar (2012: 4) notes, ‘Important
as rubrics are, it is still a fairly abstract document from the point of view of
the scorers’. In recognition of this, ongoing rater training and other support-
ing documentation such as benchmarked performances are often recom-
mended to scaffold the role of the scale in the rating process.

There is, however, a point at the nexus of scale design and scale use that
has been less explored in the research literature, and this concerns the usabil-
ity of the rating scale. Usability is here defined simply as ‘ease of use’ —a defi-
nition that has its roots in the field of software development and
human-computer interaction, and is associated with the paradigm of user-
centred design (Norman, 2002), an approach that places the needs and capa-
bilities of the user as the primary consideration throughout the design
process. A focus on usability is warranted in light of the critiques that have
been made of many rating scales in the research literature. Apart from the
reductionism that is a necessary feature of any rating scale (see Van Moere,
2018), scales may suffer from design problems that make them less useful
tools for their ultimate users — raters. Scales may be overly complex (Fulcher,
1996), overly simplistic (Cumming et al., 2002), or fail to encode the features
of performances most salient to judges (Mcnamara, 1996). When a scale has
been intuitively or empirically derived, or if a rater is not able to work easily
with the scale because it has not been designed with the rater’s needs in
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mind, then the rater’s adherence to the scale may be reduced (see also Bejar,
2012). There is value, then, in seeking the views of raters themselves on the
qualities of scales that affect usability, and in using these data to feed back
into the design process of specific instruments. There is also the potential for
usability studies to inform general principles about scale design across spe-
cific skills which may be helpful for other practitioners.

Usability in rating scale development research

There are numerous examples in the research literature where rating scales
have been criticized from an assessment expert’s perspective (e.g. Brindley,
1998; Horner, 2013; Turner & Upshur, 2002). Capturing the rater’s perspective
in situ, however, is less common. This is not to say that field testing of scales
with raters is not done regularly in practice; in fact, it may be considered a key
step in the scale development or revision cycle, particularly in large-scale test-
ing programmes. However, the data yielded in rater consultation sessions are
not often reported as the subject of research. One exception is a recent article
by Galaczi er al. (2011a) on the revision of speaking scales for Cambridge
English exams. Galaczi et al. describe a verbal report study in which experi-
enced raters commented on their experience of applying a set of revised scales.
Raters approved of new positively worded descriptors, and commended a shift
in the wording of descriptors towards greater specificity, avoiding terms like
‘mainly’, ‘may’, ‘might’ and ‘usually’ (Galaczi et al., 2011a: 229). However,
there were still criticisms of other ambiguous terms such as ‘good degree of
control’ (Galaczi et al., 2011a: 229). The raters’ comments were fed back into
the development process, and also informed ongoing rater training and mod-
eration. For the most part, though, the scales were accepted by the raters, and
difficulties did not extend beyond terminological problems.

Where they exist, the most extensive treatments of scale usability have
been provided in the literature on writing assessment. Knoch (2009), for
example, sought raters’ comments on two rating scales for diagnostic writing —
one that was in current use, and one that was newly developed. Raters com-
mented on several aspects related to usability across both scales, including:
the explicitness/vagueness of descriptors; the difficulty of distinguishing
between scale categories; and instances where the scale did not reflect those
elements of the construct salient to raters. A similar process of collecting
rater feedback was undertaken by Harsch and Martin (2012), although in
their case the consultation with raters occurred concurrently with a rater
training procedure. Findings from their study showed, again, that vague
wording was problematic for raters (e.g. ‘repertoire’ and ‘range’), and that
terms expressing possibility or probability (e.g. ‘may show’) were difficult for
raters to apply (reflecting the findings of Galaczi et al., 2011a). Raters also
found it difficult to interpret descriptors relating to control or accuracy
alongside more positively worded statements, leading Harsch and Martin to
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conclude that different descriptor wordings may lead to ‘cognitively different
task([s]’ for raters in applying those descriptors.

Turning specifically to pronunciation, Yates er al.’s (2011) study of exam-
iner perceptions of the revised IELTS pronunciation scale represents the only
detailed examination to date of scale usability focusing on this particular
skill. In their study, a group of raters was invited to comment on a revised
pronunciation scale before and after use via questionnaires. A separate group
of raters provided comments on difficulties in applying the scale through
verbal report protocols. The study was designed to investigate some key
changes to the IELTS pronunciation scale, one of the most notable being the
shift from four-band levels (with level descriptors for bands 2, 4, 6 and 8) to
a nine-band scale in line with the three other criteria for IELTS speaking
(fluency and coherence, lexical resource, and grammatical range and accu-
racy). Critiques of the new scale related to two broad areas: (1) the wording
of descriptors at Bands 3, 5 and 7; and (2) the overlap between pronunciation
and other speaking skills. On the first point, like those studies mentioned
above, a lack of explicitness in terminology was a key source of difficulty for
raters in applying the levels. However, most of these comments focused on
the descriptors for the new bands — 3, 5 and 7 — which require an estimation
of the extent to which candidates have met a previous level’s descriptor and
what they are able to do at the level immediately above. For example, Band 5
includes the descriptor: ‘all the positive features of Band 4 and some, but not
all, of the positive features of Band 6’ (IELTS, 2015; see also Yates et al., 2011).
Raters problematized the calculations involved, particularly as some descrip-
tors at neighbouring levels were expressed in negative terms, a finding that
has also recently been echoed in Isaacs er al. (2015). There was also a sense
that the lack of clear descriptors at these levels was a ‘cop out’ (Yates et al.,
2011: 30). On the second point, raters commented that there were overlaps
between the pronunciation scale and the fluency and coherence scale, with
elements such as speech rate, repetition and rhythm influencing judgements
on both criteria. Recommendations of the study included developing clearer
descriptors for Bands 3, 5 and 7, and reconsidering the distinction between
the pronunciation scale and the fluency and coherence scale.

An instrumental case: The CEFR Phonological control scale

While the studies above provide insight into some general principles of
scale usability — particularly with respect to the wording of descriptors —
there remains a need for further exploration of this issue. First, much of the
research to date has focused on the use of writing scales (see Knoch, this
volume), where the processes of rating will necessarily follow different pat-
terns from the real-time rating of speech. Secondly, although the usability of
the IELTS scale has been explored in some detail by Yates et al. (2011), the
raters were commenting on a ‘polished’ scale which had already been
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introduced, and which had been the subject of in-house development proce-
dures. For this reason, the lessons that can be learned from the findings are
limited and, to a certain extent, specific to that scale.

Therefore, for the purposes of this study, the CEFR Phonological control
scale was chosen to represent an ‘instrumental case’ (see Stake, 1995) for the
purposes of exploring the nature of pronunciation scale usability. The CEFR
is a set of guidelines containing descriptions of language proficiency across six
levels (A1, A2, B1, B2, C1 and C2). It was produced by the Council of Europe
in the 1990s, and over the past decade has come to have significant impact on
language learning, teaching and assessment globally. The Framework (see
Council of Europe, 2001) consists of sets of scales including a global scale, and
illustrative scales for a range of different communicative activities (e.g. read-
ing, writing, listening and speaking). While there are no explicit references to
pronunciation in the CEFR global scale descriptors, the Phonological control
scale — one of the illustrative ‘linguistic’ scales — provides criterial descriptions
of pronunciation ability over the first five levels of the CEFR: A1-C1 (there is
currently no descriptor for C2). The full scale is presented in Table 2.1.

The Phonological control scale is ostensibly a ‘user-oriented’ scale (i.e.
having a reporting function) rather than an ‘assessor-oriented’ scale (i.e. ‘guid-
ing the rating process’; see Alderson, 1991: 73); however, as with other CEFR
scales it has, in practice, served as the basis for rating scale development (e.g.
Pearson Test of English General; see Pearson Education, 2012). Raters’ com-
ments on the scale may therefore have useful applications for other pronuncia-
tion scale development projects based on the CEFR. More importantly,
because the scale is currently thought to be under-specified (see Galaczi et al.,
2011b), and has been critiqued by researchers as lacking consistency, explicit-
ness and a clear underlying construct (Harding, 2013, forthcoming; Horner,

Table 2.1 The CEFR Phonological control scale

C2 As C1

C1 Can vary intonation and place sentence stress correctly in order to express
finer shades of meaning.

B2 Has acquired a clear, natural, pronunciation and intonation.

B1 Pronunciation is clearly intelligible even if a foreign accent is sometimes
evident and occasional mispronunciations occur.

A2 Pronunciation is generally clear enough to be understood despite a noticeable

foreign accent, but conversational partners will need to ask for repetition from
time to time.

Al Pronunciation of a very limited repertoire of learnt words and phrases can be
understood with some effort by native speakers used to dealing with speakers
of his/her language group.

Source: © Council of Europe (2001: 117).
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2013; Isaacs & Trofimovich, 2012), the CEFR phonological control scale was
considered a useful instrument for eliciting raters’ comments on a range of
usability problems. As previous research has often focused on scales that are
in the final stages of development or revision, where raters’ input was used
for fine-tuning, it would be illuminating to see the full range of responses as
raters deal with this scale which has been identified among pronunciation
and/or assessment researchers as needing improvement.

Aim and Research Questions

The aim of this study, then, was to attempt to explore raters’ experiences
in using a rating scale for pronunciation with a view to establishing the needs
and preferences of raters in future pronunciation scale design. The specific
research questions the study set out to answer were:

(1) What aspects of the CEFR Phonological control scale, if any, do raters
problematize¢

(2) What inferences can be drawn from raters’ identified problems for the
design of pronunciation scales generally¢

Methodology

Research context

The data for this study were drawn from a larger mixed-methods
research project which had the principle aim of investigating the construct
underlying the CEFR Phonological control scale, specifically its orientation
towards either a nativeness principle (where the ultimate target is nativelike
pronunciation) or a comprehensibility principle (where the target is ease of
understanding) (reported in Harding, forthcoming; see also Levis, 2005). The
current study explores data elicited specifically from a focus group that took
place during this project, where numerous issues related to the usability of
the CEFR phonological control scale were raised that were beyond the scope
of the larger project.

Focus group methodology

Participants were invited to join a focus group to discuss their experiences
working with the CEFR phonological control scale (see ‘Data collection pro-
cedures’ section for detailed procedures). Focus groups are a less common
methodology in language testing research (although see Harding et al., 2011;
Isaacs et al., 2011, 2015; Ryan, 2007). However, they present several advan-
tages over traditional one-on-one interview methods; they are efficient, allow
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Table 2.2 Summary of raters” experience (Harding, forthcoming)

Rater ID Summary of experience

R1 EAP tutor (3 years)

R2 ESOL/EFL teacher (several years); regularly assesses pronunciation one-on-one
R3 Trinity College London examiner (7 years); EAP/EFL teacher (12+ years)

R4 Trinity College London examiner (4 years); EFL/EAP teacher (36 years)

R5 IELTS examiner (14 months); EFL teacher (7 years)

R6 IELTS and Cambridge Main Suite examiner (1 year); EFL teacher (10+ years)
R7 TELTS examiner (12 years); Trinity College London examiner (4 years)

R8 French teacher/lecturer; reqularly conducts oral assessments

R9 FCE and IELTS examiner (20 years); IELTS examiner trainer (5 years)

Source: Harding (forthcoming).

Notes: EAP = English for academic purposes; ESOL = English for speakers of other languages;
EFL = English as a foreign language; IELTS = International English Language Testing System;
FCE = First Certificate English.

for interaction between participants, and can be less researcher-directed. In
the context of this study, it is also useful to note that focus groups are a
common method of collecting early-stage usability data in other fields.

Participants

Nine experienced raters were invited to participate in the study. The
recruitment process purposefully targeted raters who had reasonably high
levels of experience in assessing language in the classroom or in more formal
examining contexts. While there was some variability in the level of experi-
ence among the final group, this variability represented the different levels
of expertise one might expect in any type of rater cohort, thus enhancing the
ecological validity of the study. Details on individual raters’ experience are
provided in Table 2.2.

All raters were female. The group was a mix of native speakers of English
(six) and highly proficient/bilingual users of English (three), covering
Sinhalese, French and Slovene.

Data collection procedures

Prior to taking part in the focus group, raters completed two initial stages:

(1) Raters worked through a set of familiarization activities at home. This
ensured that all participants had a working knowledge of the CEFR
phonological control scale descriptors prior to the rating session. The
activities were modelled on the familiarization tasks recommended as
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the first step in standard setting (see Council of Europe, 2009) and
involved studying the scale and matching descriptors to levels as a form
of self-assessment.

(2) Raters then attended a one-day rating session at Lancaster University, the
first stage of which involved using the Phonological control scale to rate
44 speech samples produced by second language (L2) users of English. The
speech samples represented a range of proficiency levels and first language
(L1) backgrounds, although with a sizable proportion of Chinese L1 back-
ground speakers (7 = 30). Each speech sample was an extemporaneous
narrative based on a common six-panel picture description task (drawn
from Heaton, 1975). Speech samples were between 55 and 70 seconds
long. The rating process took around 90 minutes including breaks.

Following the initial stages — familiarization and rating — all nine raters
then took part in the focus group discussion. The session took place in a
meeting room immediately following the rating stage. Raters were able to
refer to their rating sheets, where they had also taken notes while rating. The
discussion was audio-recorded, with the researcher acting as the focus group
moderator. Three broad questions guided the focus group discussion:

(1) Did you find the CEFR scale descriptors easy or difficult to apply¢ Why¢

(2) Were there any speakers who you couldn’t place on the scale¢ Who were
they¢ Why¢

(8) Do you think the scale captured the range of pronunciation you heard
effectively?

Apart from providing probes and occasionally steering topics back
towards the main themes, the moderator played a minimal role for much of
the discussion. The focus group came to a natural conclusion after approxi-
mately 45 minutes.

Analysis

The focus group was first transcribed for content. The analysis then
involved the identification of thematic units related to the research ques-
tions. The process of thematic analysis followed the procedures recom-
mended by Braun and Clarke (2006: 87-93), which include (in summary):

(1) familiarizing yourself with the data through transcribing, reading and
re-reading the data;

(2) generating initial codes across the dataset;

(8) searching for potential themes by collating codes;

(4) reviewing themes to ensure they make sense with relation to the codes
and the dataset as a whole;
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(5) defining and naming themes;
(6) producing the report.

The details of themes that emerged from this analysis are described in
the next section.
Findings

Following the thematic analysis of raters’ discussions in the focus group,

four macro themes were identified in relation to the usability of the
Phonological control scale:

(1) clarity;

(2) conciseness;

(38) intuitiveness;

(4) theoretical currency.

These themes, and their related sub-themes, are discussed in turn with
illustrative examples from the dataset provided in the sections below.

Clarity

The theme of ‘Clarity’ captures comments which related to the overall
comprehensibility (ease of understanding) of the scale. Raters referred to
three different problems in relation to clarity: (1) the coherence of the scale;
(2) specific terminological problems that created confusion; and (3) descrip-
tors that appeared to be irrelevant to assessing pronunciation.

Scale coherence

The most commented upon aspect of the scale was its coherence — the
extent to which the scale was structured logically. Specifically, the erratic
appearance of particular elements of pronunciation across levels was a key
topic in the focus group. One example concerns the place of intonation in the
scale, which appears at the B2 and C1 levels, but is not mentioned at any
other levels of the scale. Excerpt 2.1 illustrates that raters were unsure about
how the absence of intonation-related descriptors at the lower levels should
be interpreted.

Excerpt 2.1

Rater 7: This is what I mean about inconsistency ... they don’t
mention ... you know intonation only occurs in B2, why isn’t it
mentioned throughout?
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Rater 2: Because it’s part of accent. Intonation is part of an accent, you've
got articulation, intonation, stress all those different things are
all ...

Rater 7: But I think it’s almost like intonation doesn’t particularly matter
until you get to B2.

Rater 3: It does seem that way.

This exchange suggests that there was an expectation that integral ele-
ments of pronunciation — such as suprasegmental features — should be
referred to across the entire scale.

A second coherence problem identified by the raters was the appearance
of descriptors for foreign accent at A2 and B1 levels, with no further reference
made to foreign accent at the higher levels. This feature of the scale was the
focus of intense early discussion in the focus group. A representative example
is shown in Excerpt 2.2.

Excerpt 2.2

Rater 7: ... I'm not very happy with this term ‘foreign accent’ which is
used in B1 and A2, um, and doesn’t then appear afterwards
which strikes me as a bit odd because, you know, all of them
had a foreign accent so ... if you were to apply these strictly you
wouldn’t want to give anybody above a Bl. So I think that’s a
flaw within these descriptors.

The raters reported overcoming this problem by balancing the presence
of accent with the comprehensibility of the speaker, allowing them to
award B2 and C1 levels even if speakers had perceptible foreign accents (see
Excerpt 2.3).

Excerpt 2.3

Rater 8: It’s to me an accent is an accent, we all have it but does it actually
prevent, does it ...

Rater 3: Impede.

Rater 8: Impede the message ...

Excerpt 2.3 suggests that where the scale was found to lack logic, the
raters drew on their own strategies for making sense of the descriptors.
Harding (forthcoming) found that the strategies raters used in dealing with
this particular coherence problem were probably not uniform — a fact that
only serves to underline the need for coherence to be a target quality of the
scale’s descriptors.

It is important to note that North (2014) has recently defended this par-
ticular type of criticism of the CEFR scales more generally, pointing out that
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the CEFR was developed using a ‘salient features’ approach. Under this
approach certain elements of a given scale may appear sporadically: ‘[f]
eatures land where they were calibrated on the scale. There is no attempt to
describe everything at every level’ (North, 2014: 27). The sound theoretical
basis of this measurement approach, however, does not detract from the fact
that the raters here appeared to view representation of key dimensions of
pronunciation across the whole scale as a central element of usability.
Whether this requirement is a vestige of what the raters are accustomed to
from prior rating experience, or the expression of a basic need to understand
how features develop over levels, remains uncertain.

Terminological problems

A second criticism of the clarity of the scale was the use of fuzzy or
ambiguous terminology. This finding was anticipated, as the previous litera-
ture on scale usability (e.g. Galaczier al., 2011a) and on scale design in general
(e.g. Fulcher, 2003; Van Moere, 2013) have problematized the vague termi-
nology commonly employed in rating scales. Within the focus group, raters
identified the term ‘natural’, which appears at the B2 level in reference to
intonation, as particularly problematic.

Excerpt 2.4

Rater 6: Like the word ‘natural’ now in B2 it’s ‘natural’ intonation and in
Clit’s ‘varying’ intonation then what, what do you really mean
by natural¢

Rater 5: Mm, natural is a difficult word.

‘Natural” in the context of the scale is only interpretable with relation to
some external standard of ‘naturalness’ in intonation. At the same time, the
presence of the more concrete notion ‘can vary intonation’ at a higher level
suggests that variation is a feature beyond what would be expected in a
‘natural’ intonation. The trajectory of the scale, therefore, asserts its own
definition of ‘naturalness’, which appears to be at odds with the raters” own
conceptualizations of what ‘naturalness’ might entail, as evidenced in the
rhetorical question, ‘what do you really mean by natural’.

Another difficult term for raters to deal with was ‘noticeable’, which is
used in the descriptor phrase ‘noticeable foreign accent’ at A2. From the
excerpt below, it is apparent that the term ‘noticeable’ does not make sense
in relation to the neighbouring B1 descriptor where foreign accent is described
as ‘sometimes evident’.

Excerpt 2.5

Rater 3: But I think the descriptors are woolly. I, sorry but if I look at B1
where it says ‘even if a foreign accent is sometimes evident’ well
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at A2 then it becomes ‘noticeable foreign accent’. Well you could
have a noticeable foreign accent that was sometimes evident so
it would be better if it said ‘is frequently evident’ or ‘is
frequently heard” or something which then puts it, you're
measuring it by how often do you hear it. You’re measuring it in
different ways because of that sort of language and that makes
it difficult.

Thus, in contrast with the inherent ambiguity of a term like ‘natural’, the
difficulty here comes in relation to distinguishing between the phrases
‘noticeable’ and ‘sometimes evident’, which may be synonymous in some
understandings.

The comments regarding alternative descriptors in Excerpt 2.5 are inter-
esting in light of the previous research reported above in which raters have
critiqued the use of adverbs of frequency such as ‘usually’ because of their
lack of concreteness. In Excerpt 2.5, we see that judging the same linguistic
phenomenon (in this case, foreign accent) against statements expressed quite
differently over levels is a challenging task. Against this critique, more con-
sistent terminology with a quantitative slant is viewed as preferable. There
are good methodological reasons to avoid describing a feature over levels by
simply adjusting qualifiers to express degree (Council of Europe, 2001); how-
ever, in a scale of this kind which includes broad descriptions of pronuncia-
tion phenomena rather than the more discrete criterial features that might
be identified through a data-driven scale design, the inclusion of some
adverbs of frequency — such as ‘rarely’ or ‘frequently’ — may be a necessary
compromise in order to separate otherwise synonymous terms.

Relevance

A third type of clarity problem related to relevance. This was not a sig-
nificant topic in the focus group, but is worthy of discussion because it
shows the consequences that perceived irrelevancies in a scale might have on
rater behaviour. Excerpt 2.6 illustrates the difficulty raters had in interpret-
ing the descriptor phrase ‘pronunciation of a very limited repertoire of learnt
words and phrases’, which was viewed as out of step with the other scale
descriptors.

Excerpt 2.6

Rater 3: But may I point out another problem for me with these
descriptors is that in Al there’s a mention of very limited
repertoire of learnt words and phrases which is grammatical.
That doesn’t seem to me to sit comfortably with the rest of the
descriptors ...

Several: Mm.
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Rater 3: ... and we already are trying to separate which as [Rater 4] says
is quite difficult because you do judge, you don’t just judge on
what you hear you judge on the rest of the experience of the
communication, and so you're struggling to actually separate
pronunciation if it can be done from grammar and word choices
and things ... and yet that seems to fly in the face of all the rest
of the descriptors.

There was evidence that this sort of confusion led raters to make their
own decisions regarding the relevance of the descriptor, and this might have
caused distortions in the rating process itself, with raters avoiding the
descriptor altogether (as in Excerpt 2.7).

Excerpt 2.7

Rater 9: [ mean because I did actually dismiss that first part of that
descriptor because I didn’t think it was relevant.

Rater 4: [ didn’t give any Als because I felt that the students were
speaking in sentences so that they didn’t have a limited
repertoire of learnt words and phrases. Also because they were
speaking spontaneously and they could have gone any way with
that you weren’t just seeing what the pronunciation of a list of
accepted words were, so I didn’t go into that.

Conciseness

Despite the various problems with clarity identified above, there was one
aspect of the scale which some raters perceived as positive: its brevity (see
Excerpt 2.8).

Excerpt 2.8

Moderator: ... were there any things that you liked about the scale in
particular¢

Rater 1: It only has six categories, which is good.

For Rater 1, brevity was a benefit when faced with the time constraints
of judging real-time speech (although it should be noted that the task raters
judged resulted in speech samples that were shorter than many oral profi-
ciency style speaking exams).

Excerpt 2.9

Rater 1:  Otherwise it’s very difficult to decide in such a short time if
you have too many [levels].
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There was also an acknowledgement that, although the level of detail in
descriptors was not sufficient in many cases, raters require a scale that is
‘relatively simple’ (see Excerpt 2.10).

Excerpt 2.10

Rater 4: But also I suppose if you're using this as a scale for assessment,
I could see the problem if I was somebody trying to create a
scale for other people to use that you can’t have too many
categories otherwise you're trying to think ‘oh have I
considered thaté’ ... you’ve got to have something that’s
relatively simple, and um perhaps it’s steered towards the side
of being a bit too short.

This excerpt shows very effectively the tension that exists between the
need for construct coverage and the requirement not to overburden the rater
with complexity during the rating process. It is interesting to note that,
although some raters criticized the scale for lacking detail in key areas (see
Coherence), there were no requests for more than six levels, or for pronuncia-
tion to be assessed analytically rather than holistically.

Intuitiveness

‘Intuitiveness’ is here defined as the extent to which the scale might have
anticipated the features of pronunciation that the raters attended to in rating
the speech samples. The raters discussed this issue extensively, and this
theme has been divided into discussions relating to (1) missing elements and
(2) the capacity of the scale to capture the full construct that was perceived
by raters.

Missing elements

The one missing element of the scale that raters discussed was the
absence of ‘self-repair’ in the descriptors — an aspect that the raters found
salient in their own perceptions of the speech samples (see Excerpt 2.11).

Excerpt 2.11

Rater 6: And also I noticed some self-repair ...
Rater 3: Yes, yes.
Moderator: Oh, for mispronunciations¢

Rater 6: Yes, so then where are we placing that¢ ...

Rater 1: ... if you're able to do that you should be already higher ...

Rater 9: Well it depends on the frequency of it really ... ‘cause you
can have endless self-correction ...

Rater 4: It depends also on the level of the word you're correcting. If

they’re making a mistake with ‘can’ ... or ‘case’ and they
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self-correct that, perhaps it’s not the same as there was the
example of somebody who said ‘his accomplice’ ... okay
now if they’d got that pronunciation wrong the first time
and self-corrected you know I think we have a different idea
of that don’t we.

There are several useful lessons here which could inform the inclusion of
self-repair in pronunciation descriptors (provided it was considered construct
relevant). First is that self-repair is perceived by raters to be a higher level
skill; secondly, it should be considered within reason — perhaps with refer-
ence to isolated incidents; thirdly, it might be lexically dependent, with can-
didates not penalized for attempting to pronounce words containing more
difficult consonant clusters, for example. This example demonstrates clearly
the sort of usable information that might be ascertained through consulta-
tion with experienced raters.

Capturing the perceived construct

Another key topic in the focus group was on the difficulty of assessing
pronunciation in isolation from other elements of the speaking construct,
particularly fluency but also grammar. Excerpt 2.12 presents a lengthy
exchange between raters where elements that influenced pronunciation rat-
ings beyond the construct embodied in the scale are discussed.

Excerpt 2.12

Rater 5: One of the things that I noticed and was rather struck by was
that it wasn'’t necessarily the pronunciation of the individual
phonemes that caused the largest, the interference with the L1
... it wasn'’t that that actually caused the difficulty in
understanding, the difficulty in understanding which made
me want to choose some of the lower ones was caused more
by chunking — failure in chunking — and um also stress
timing, syllable lengthening and the consonant cluster
problems that the Chinese speakers have that cause them to
make it choppy ...

Several: Mm hm.

Rater 5: So although the pronunciation of individual phonemes does have
an effect, it wasn'’t actually the thing that affected
understanding ...

Rater 1: That’s right because I noticed exactly the same. You can
understand separate words very well, they pronounce them
quite well, but when they put them into a sentence they can’t
really say the whole sentence altogether ...

Rater 7: Stress timing wasn't there.
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Rater 5: And as you're listening your flow of understanding is
interrupted by the choppiness or the pauses or the hesitation or
the self-correction and so on. And those things seem to have a
much more profound effect than individual phoneme
pronunciation.

Rater 4: But then that is not always pronunciation, is it¢ I take your
point, but that is also linked with ...

Rater 5: Fluency.

Rater 4: The hesitation, grammar ...

Several: Yes, grammar.

Rater 4: Sometimes I found it very difficult to take out the grammar
because it was so closely linked, so I've left you some little notes
whether you want them or not.

The difficulty in separating pronunciation out form other dimensions of
the speaking construct was a key theme in Yates et al.’s (2011) study as well,
and the further support for this issue in this study provides a strong argu-
ment that raters’ views should be considered seriously. The theoretical divide
between pronunciation and aspects of fluency — stress timing, hesitation,
‘chunking’ — becomes harder to maintain when human raters, who need to
apply scales in practice, struggle to separate these dimensions for judgement
purposes. Raters are conscious, too, of the role grammar appears to play in
pronunciation judgements. Rater 4’s reference to ‘little notes’ referred to com-
ments made about individual speakers on the rating sheet such as ‘grammar
also affects understanding’. This came despite explicit instructions to raters
that they should rate for pronunciation only, not for other dimensions of
speech. It would seem, therefore, that the raters were more consciously ori-
ented towards a broader comprehensibility construct which, as recent
research indicates (e.g. Isaacs & Trofimovich, 2012; Saito ez al., 2015), is typi-
cally influenced by lexico-grammatical and fluency variables as well as seg-
mental and prosodic features of L2 speech. The implications of this will be
discussed in the Discussion section below.

Theoretical currency

The final theme, while brief and perhaps not representative of the group
as a whole, is still noteworthy. One rater characterized the scale as ‘outdated’
in its view of English (see Excerpt 2.13):

Excerpt 2.13

Rater 5: It does seem to reflect a set of attitudes that come from some
paradigms that are maybe becoming outdated, ‘cause we’re all
having to adjust our own paradigms about what English is ...
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Moderator: Can you just elaborate on that a bit [Rater 5]¢

Rater 5: I think we are being challenged to consider what is natural
English these days. We're having to accept that there are
Englishes that are accepted globally, and I think that this
scale doesn't really represent the development of that
thinking in the world of EFL.

This point connects with two other themes identified in the data. The
first is the problem of coherence with the foreign accent descriptor. In talk
around that issue, raters expressed feeling uncomfortable with the general
idea of penalizing a foreign accent. One example from that discussion came
from Rater 1 who was herself bilingual:

Excerpt 2.14

Rater 1: ... it’s much easier for me — for example — to understand an
Italian speaker who *will speak like this* <does Italian accent>
to understand than a native English speaker who might have a
perfect accent.

Secondly, the term ‘natural’ in Excerpt 2.13 is again critiqued as reflecting
a normative approach to English pronunciation. It was clear from these pas-
sages in the focus group that several raters did not feel comfortable with the
view of English that was embodied in the scale, and that some raters at least
saw it as out of step with more recent conceptualizations which have prob-
lematized the reliance on the native speaker model, and which have high-
lighted the pluricentricity of English (see Davies, this volume).

Discussion

This study set out to provide an exploration of the usability of a pronun-
ciation rating scale: to gather data about raters’ experiences which could feed
back into thinking about the design of pronunciation rating scales.
Specifically, the study set out to answer two research questions. (1) Which
aspects of the CEFR Phonological control scale, if any, do raters problema-
tize¢ (2) What implications can be drawn from raters’ comments for the
design of pronunciation scales generally¢

Identified problems

The study identified, through the themes revealed in the qualitative analy-
sis, a set of problems raters experienced in applying the CEFR phonological
control scale to a set of sample performances. The problems were organized
into themes and sub-themes, the content of which is summarized in Table 2.3.
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Table 2.3 Summary of identified problems

Theme

Specific problems

(1) Clarity
1.1 Scale coherence
1.2 Terminological precision
1.3 Relevance

e Integral elements of pronunciation featured
at some scale levels and not others
(e.g. intonation)
e Use of ambiguous terms (e.g. ‘natural’)
e Terminology not distinct across levels
(e.g. noticeable versus sometimes evident)
e Inclusion of descriptor phrases relating to
vocabulary knowledge

(2) Conciseness

® ‘A bit’ short and lacking in detail, but brevity
appreciated

(3) Intuitiveness
3.1 Missing elements
3.2 Capturing the perceived
construct

e Absence of self-repair in scale descriptors

e Scale does not account for influence of fluency
variables (e.g. chunking, hesitation) and
grammar (i.e. scale does not adequately reflect
the broader comprehensibility construct)

(4) Theoretical currency

e View of English (e.g. inclusion of foreign accent

descriptor) is outdated

Principles

Using the identified problems as a basis, a number of inferences can be
drawn for the future design of user-centred pronunciation rating scales,
framed here in terms of technical recommendations and construct recom-
mendations. However, they come with a caveat: the subject of this study has
been a holistic pronunciation scale of a type common in the communicative
assessment of pronunciation (see Harding, 2013). Therefore, these recom-
mendations would generalize to scale design within this broad approach. It
is assumed that other usability principles will apply to pronunciation scale
design within other traditions. Also, these recommendations do not com-
prise a full set of guidelines for pronunciation scale construction. Rather,
they should be understood as lessons learned from a usability study which
might be applied to other scale design procedures.

Technical recommendations

(1) Include all assessed elements of pronunciation across rating scale levels
(segmental and suprasegmental features). Avoid the assumption that
suprasegmental information is only important at higher levels.

(2) Avoid abstract terminology such as ‘natural’, which requires reference to
a scale-external standard and which may function as an implicit norma-
tive concept.
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(3)

“)
()

Avoid incongruous references to other skill/knowledge areas (e.g. lexico-
grammar) unless these are purposefully included across all levels (see
construct recommendations).

Maintain consistency of terminology across the scale to reduce the chal-
lenge for raters in following the trajectory of a feature across levels.
Keep scales brief — six levels appear to be sufficient. Within level descrip-
tors, one or two clauses per level may be considered underspecified, but
many more than this would be problematic. Three to five clauses per
level may be optimal (see also Council of Europe, 2001).

Construct recommendations

@

Consider collapsing pronunciation and fluency into the same criterion.
While there may be clear theoretical arguments to keep these sub-
constructs separate within a broader speaking scale (see Brown & Fulcher,
this volume), the raters here and in other studies (e.g. Yates et al., 2011)
have reported difficulty in delimiting a pronunciation construct which is
not influenced by fluency factors such as stress-timing, hesitation and
choppiness. Two useful examples of scales where pronunciation and flu-
ency features are collapsed within the same criterion are the ‘Delivery’
dimension of the TOEFL speaking scale (Educational Testing Service,
2014) which includes reference to the intelligibility of articulation and
intonation as well as to flow and pace, and the ‘Delivery’ criterion of the
Trinity College London Integrated Skills in English examination, which
covers intelligibility, lexical stress/intonation, fluency and effects on the
listener in its descriptors (Trinity College London, 2015).

While judgements of grammar also appear to be inseparable from some
evaluations of pronunciation there will often be practical reasons for
providing a separate scale criterion for spoken grammar in analytic
speaking scales. In such cases, rater training should focus on techniques
to deal with each element — grammar and pronunciation — in isolation,
to the greatest extent possible. However, in stand-alone assessments of
pronunciation where a comprehensibility construct is to be operational-
ized, the difficulty for raters in separating out grammatical and phono-
logical features in forming judgements of ease of understanding will
remain a key scale design issue, and grammatical accuracy will perhaps
need to be encoded in descriptors across levels.

Remove references to foreign accent in pronunciation scales unless there
are clear purpose-driven reasons to assess strength of accent (rather than
intelligibility). There are numerous studies that provide an evidence base
to claim that the conflation of increasing intelligibility with decreasing
foreign accent is untenable (see Munro, 2008). This study has also
shown that the inclusion of foreign accent descriptors can be confusing
for raters, and is perceived as anachronistic.
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Limitations

The findings of this study are subject to two clear limitations. First, it
must be acknowledged that there is an inherent circularity to the approach
taken in selecting experienced raters to provide their views on usability.
Many of the raters in the current study were experienced IELTS or Trinity
College London examiners, and as such their views of the construct will have
been influenced by their training and experience examining for these tests.
Unless naive raters (lay listeners, or teacher-raters not familiar with any par-
ticular rating scale) are used, this sort of circularity will be unavoidable. All
experienced raters will have been apprenticed in a specific test and will have
internalized these constructs. For the purposes of rating scale design proj-
ects, this will be less of a problem because the developer will need to ensure
usability for a defined population, that is, a cohort of raters. For research
purposes, however, it might be useful to carry out a study of this kind with
naive raters to remove the effect of prior scale experiences.

A second limitation relates to the use of the focus group, which has been
critiqued in usability research within other fields (e.g. Nielsen, 1997). Focus
groups may capture what users perceive as the strengths and weaknesses of
a particular designed object or system, but they do not allow for direct obser-
vation of the individual actually using the object or system. To some extent,
this criticism has been partially addressed in the current study by running
the focus group directly after a rating session where use of the rating scale
was still fresh in the raters’ minds. Nevertheless, more fine-grained evidence
would be very useful in future research in order to understand ‘true’ usability
(see below).

Further research

This investigation into the usability of a pronunciation scale opens up
interesting possibilities for further research. With a specific focus on pronun-
ciation rating scale development, it would be useful to carry out what would
be the logical next step to the current study: to integrate raters’ suggestions
into a revised instrument, re-run the rating session with the improved set of
descriptors, and analyze the results. This would be a partial replication of the
approach taken by Harsch and Martin (2012) for writing, which led to a
scale that was strongly connected to the CEFR but which was also interpre-
table and usable for raters. It would also be of great benefit to the field to see
more usability studies, which might be routinely conducted ‘in-house’,
reported in the research literature. As this study has demonstrated, even
scale-specific usability problems might have general relevance to the field.

There is also potential for a broader research programme exploring the
usability of rating scales for all skill areas where language performance is
judged. One option - following on from the critique made above concerning
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the limitations of focus group research —would be to make use of eye-tracking
methodology to fully understand how raters engage with specific scales:
what they look at, when they look at it, what they don’t look at, and how
variations in scale complexity, layout and terminology might affect the ways
in which raters interact with rating scales. Some research in this direction
has already begun on the use of writing scales (see Winke & Lim, 2015).
A second option would be to employ experimental methods where scales are
modified to vary along dimensions of complexity, terminological concrete-
ness, length, and so on. In this way, specific scale-related elements that affect
rating behaviour, or that enhance usability, might be identified. Such features
will no doubt vary according to individuals (e.g. Eckes, 2008), and so under-
standing the interaction between scale design and rater ‘styles’” will also be
important. There is scope, in other words, for a more comprehensive type of
scale usability research in language testing and especially in testing of L2
pronunciation.
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