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Feedback - gas flows

G. Lanzuisi et al.: The most obscured AGN in the COSMOS field

Fig. 2. a) Rest frame, broad-band SED of XID-392. In blue we show the stellar emission, in red the AGN torus emission, and in magenta the SF
dust emission. b) Unfolded XMM-Newton (black) and Chandra (red) spectra of XID-392. The best-fit model (magenta) is composed of a thermal
component (green) and an obscured torus template (blue). c) SDSS optical spectrum of XID-392. The most prominent emission lines are labelled.
The grey area masks a region of bad-sky subtraction. d) [NeV]3346,3426 and [FeVII]6086 lines decomposition. The green curve represents the
narrow component, while the blue curve represents the broadened asymmetric component, associated with the outflow. The red curve is the sum
of the two components. The dotted lines represent the systemic redshift, estimated from the continuum and the stellar absorption lines.

in XMM-Newton and 44 in Chandra). They show soft emission
extending up to 2 keV that can be modelled with either a soft
power law with photon index Γ ∼ 3.7 or with thermal emission.
The source is not significantly detected in the 2−10 keV band
in the XMM-Newton data3, while the Chandra data, thanks to
the deeper exposure and lower background, enables the detec-
tion also in the hard band (with ∼10 net counts in the 2−10 keV
band). Despite the limited spectral quality, the shape of the hard
part of the spectrum is clearly flatter than the typical AGN power
law with Γ = 1.9 (Piconcelli et al. 2005): fitting the spectra with
a simple power law in the 2−10 keV band alone yields a best-fit
photon index of Γ = 0.68 ± 0.45.

Assuming that the hard component is produced by obscu-
ration of the primary powerlaw, it can be modelled with the
torus template from Brightman & Nandra (2011; consistent re-
sults are obtained with mytorus of Murphy & Yaqoob 2009).
This model gives a best-fit NH value close to 1025 cm−2. Given
the limited photon statistics available in the 2−10 keV band,
however, this value is poorly constrained. To estimate at least
a lower limit on NH, we fixed the normalization of the torus tem-
plate to the normalization required for an intrinsic Log(L2−10) =
44.25 erg s−1, that is, the intrinsic L2−10 expected from LBol, us-
ing the kBol of L12. With this constraint, the resulting lower
limit is NH >∼ 5 × 1024 cm−2. The 2−10 keV observed (not

3 The source was not selected as CT in L15 because of the lack of hard
detection in the XMM-Newton catalogue.

corrected for absorption) luminosity is instead well constrained
(Log(LObs

2−10) = 41.7 ± 0.6 erg s−1)4.
All nearby CT AGN show a strong (EW >∼ 1 keV) emission

line at the rest frame energy of the Fe Kα line at 6.4 keV. This
feature is absent from the spectrum of XID-392. However, the
very limited number of counts available between 6 and 7 keV
rest frame (about four net counts in total) only allowed us to
estimate a loose upper limit for the equivalent width of the
Fe Kα line of EW < 1.4(2.4) keV at 90% (3σ) confidence
level. The upper limit on the intensity of the Fe Kα emission
line is therefore fully consistent with the possibility XID-392 is
a CT AGN.

Given the SFR derived in Sect. 3.1, the expected 0.5−2
and 2−10 keV band luminosities from SFR are L0.5−2(SFR) ∼
L2−10(SFR) ∼ 1041 erg s−1 according to the relation reported by
Ranalli et al. (2003) or L0.5−8(SFR) ∼ 9 × 1040 erg s−1 from
the Mineo et al. (2014) relation. These values are about one
order of magnitude lower than what was observed from the
Chandra and XMM-Newton spectra of XID-392 (L(Obs) = 1.3,
0.5, 1.6×1042 erg s−1 in the 0.5−2, 2−10 and 0.5−8 keV band, re-
spectively). Therefore the presence of a second source of X-ray
photons (i.e. the obscured AGN) is required to explain the ob-
served luminosity.

4 The L2−10 plotted in Fig. 1 was computed from the automated fit de-
scribed in L15 with a single power law and Γ = 1.9 fixed. The observed
2−10 keV luminosity was therefore overestimated and, when consider-
ing the spectral model adopted in this work, the source is even more
extreme in terms of distance from the L2−10−LBol relation.
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broad (and shifted)  wings 
in ionized, atomic and 

molecular features

Lanzuisi,MP+15
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outflow 
characterization

• major facilities synergy to study the multiphase 
wind/ISM interactions in individual objects

• large samples to connect the presence of outflows 
with AGN & host properties

Table 1: Properties of XID2028

XID z logLbol logLIR SFR log(M∗) ICO(3−2) Mgas µmol

erg/s L⊙ M⊙/yr M⊙ Jy km/s 1010 M⊙
2028 1.592 46.3 12.5 270 11.6 1.23±0.23 2.1-9.5 5− 20%

Notes: LIR is calculated in the 8-1000µm range. SFR and M∗ are from a Chabrier IMF. The range in gas mass and
in the molecular gas fraction µmol (=Mgas/M�) correspond to different assumptions on αCO (αCO-0.8 and αCO=3.6,
as discussed in Brusa et al. 2015b). All quantities from Perna et al. (2015) and Brusa et al. (2015b).

Figure 1: Panel a,b: [OIII]5007 channel maps of XID2028 obtained integrating the continuum subtracted SINFONI
datacube on the line core (a) and on the blue wing (at v< −500 km/s; b). The contours on the line peak, marking
the position of the central QSO, are shown in black in both panels. The fully resolved, blue wing due to the outflow is
extended up to 1.5��, i.e. 13 kpc from the QSO position. Panel c: Narrow Hα map. The central diamond marks the
position of the QSO nucleus, dominated by AGN emission (from [NII]/Hα ratios). The SF Clumps discussed in the
text, are marked with A and B, respectively. The HST-ACS rest frame U band contours are superimposed in black and
follow the same pattern observed in the narrow Hα map. Panel d: Proposed scenario: the anti-correlation between
the outflow position and the SF tracers suggests that the outflowing material is sweeping the gas along the outflow
core (‘negative feedback’), while it is compressing the gas at its edges inducing star formation (‘positive feedback).
Figures from Cresci et al. 2015.

However, this interpretation suffers from three limitations: 1) the narrow Hα map is only sensitive
to regions of unobscured SF; 2) the [O III] data trace only the ionised gas, providing a lower limit of
the mass outflow rate and its impact on the host galaxy; 3) the PdBI data lack the resolution needed
to actually map the SF regions.

We therefore propose to image with ALMA the molecular gas in XID2028, through sensi-
tive observations of the CO(5-4) transition and dust continumm, with a spatial resolution comparable
to the scale of the clumps (0.4��, i.e. few kpc in size). The aim of the observations is to un-

ambiguously probe QSO ‘feedback in action’ at the peak of AGN-galaxy coevolution.
While few other examples of ‘negative feedback’ in unobscured QSOs at z∼ 2.5 do exist and are
currently under investigation by our group with ALMA (e.g. 2013.1.00965.S, Cycle 2 Prio B, PI:
Marconi), XID2028 samples a different QSO phase and has a ∼ 10× fainter bolometric luminosity.
Moreover, the detection of the galaxy-integrated CO(3-2) with PdBI makes this target ideal for an

efficient, high-resolution and deep ALMA follow-up of these kind of systems. The combination of
angular and spectral resolution, and sensitivity, applied to the best source suited for this study, will
enable to spatially resolve for the first time the effects of feedback on the molecular gas of the host
galaxy, and may provide the first detection of a a molecular outflow in the CO transition in a z> 1
system (as done in Maiolino et al. 2012 in the [CII] line at z∼6).

Immediate objectives:
We will assess whether and how the ionized outflow has an impact on the cold gas reservoir, and
whether it is also associated with a molecular component, by providing a full census of the molecular
clouds and associated SF regions, in the following way:

2

Figure 2: Panel a: HST/ACS image (F814W filter) with superimposed K-band contours from CFHT which trace
the host-galaxy extension (blue). Black contours represent CO(3-2) emission from PdBI data (starting from 1 sigma;
beam size 4.5��x3.4��). The black cross marks the line centroid. The red square (3��x3�� in size) indicates the region
shown in the panels of Figure 1. Panel b: PdBI CO(3-2) spectrum integrated over the beam. The solid line shows a
Gaussian fit with FWHM=550 km s−1 and centered at the frequency corresponding to the redshift of the source. The
integrated flux over the full line profile is ICO(3−2)=1.23±0.23 Jy km s−1. Figures a,b are from Brusa et al. (2015b).
Panel c: Simulated CO(5-4) spectrum mimicking the flux ratios observed in the core (central gaussian) and wing
(blueshifted and redshfted gaussians) components in the Cicone et al. (2014) sample (see TJ box for details). The
yellow histogram represents the predictions of our model. The horizontal line in the inset (zoom on the redshifted
wing) mark the sensitivity reachable with 3.8hrs exposure in channels of 100 km/s.

1) REVEALING FEEDBACK ON THE GAS RESERVOIR:
We will probe whether systemic the gas reservoir seen in the PdBI data has the same spatial distribu-
tion of the SF clumps seen in the Hα image at the edge of the outflow (at 0.4�� resolution; see Genzel
et al. 2013 for a similar experiment). These regions will also be detected in the continuum, which
traces the heated dust. More specifically, we will: 1) map the SF regions (down to ∼25 M⊙ yr−1),
including those which might be opaque in our Hα imaging, through the continuum data; 2) map the
molecular gas reservoir, extract CO spectra from the clumps, measure their zero velocities, FWHM,
kinematics, morphologies, and gas surface density; 3) infer the (relative) star formation efficiency in
the SF regions in the host combining the CO and continuum data, down to scales of ∼3x3 kpc.
If the CO were distributed uniformely over the entire galaxy scale of ∼ 2x2�� (16x16 kpc), we would
resolve the CO emission by slightly degrading our spectral and spatial resolution (down to 0.6��). In
any case, from the galaxy-integrated spectrum we will measure the dynamics of the host and the
average excitation of the gas (from the CO(5–4)/CO(3–2) ratio): a higher excitation than (conserva-
tively) assumed may definitely signal the presence of AGN-induced shocks as predicted in feedback
models.
We will also place one of the basebands at the expected frequency of the HCN(7-6) and HCO+(7-6)
transitions. In case of detections of these dense gas tracers (in the single clumps or in the integrated
spectrum), we will use the line strengths and ratios to derive the dense gas mass fraction (e.g. Pa-
padopoulos et al. 2007, Juneau et al. 2009). Overall, we will be able to probe if the gas in the
clumps is converted into stars at low depletion time scales, in dense and compact gas reservoirs.

3

PdBI 
CO(3-2) XID2028

Brusa+10;15a,b
Cresci+15
MP+15
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Figure 10. The distribution of FWHMAvg (see equation 2) plotted as a function of L[O III] for all (left-hand panel), L1.4 GHz < 1023 W Hz−1 (middle panel) and
L1.4 GHz > 1023 W Hz−1 (right-hand panel) AGNs. The upper envelope of this distribution peaks around 1042 erg s−1. However, comparing the middle and
right-hand panels reveals that the AGNs with the broadest tend to be the more radio luminous of our sample.

Figure 11. Distribution of FWHMAvg plotted as a function of L1.4 GHz. The left-hand panel includes all of the AGNs in our sample, whereas the right-hand
panel shows only those with L[O III] > 1042 erg s−1. Both panels show a significant (i.e. 0.05 per cent chance of being produced by random) peak in the upper
envelope of the distribution around L1.4 GHz ∼ 1024 W Hz−1.

(i.e. LAGN, L1.4 GHz, λEdd and RRad), L1.4 GHz is the most important
factor in dictating the profile of this emission line. Our results indi-
cate that the width of the [O III] λ5007 line peaks between L1.4 GHz =
1023 and ∼1025 W Hz−1 with both more and less radio powerful
AGNs having, on average, narrower [O III] λ5007 lines. Similar re-
sults were reported by Heckman et al. (1984) and Whittle (1992) for
much smaller samples of AGNs. The size and relative completeness
of our sample allow us to build on these previous studies, breaking
the degeneracy between L[O III] and L1.4 GHz to identify the under-
lying links, and placing AGNs with kinematically energetic NLRs
in the context of the general population by quantifying the fraction
with broad [O III] λ5007 emission lines.

Spectral studies of small samples of AGNs displaying compact
radio jets have reported broadened [O III] λ5007 emission lines that
are co-spatial with these jets (e.g. Tadhunter et al. 2003; Holt et al.
2006, 2008), suggesting that it is the jets’ mechanical energy that
is disturbing the [O III] λ5007 emitting gas. Since we have no in-
formation regarding the spatial extent of the [O III] λ5007 emitting

gas in our sample, we are unable to perform such a direct analysis
here. Instead, we can exploit the spatial resolution of the FIRST
radio survey to determine whether AGNs with broad [O III] λ5007
have predominantly extended or compact radio morphologies. Tak-
ing NVSS-detected AGNs in our sample with L1.4 GHz = 3 × 1023

– 3 × 1024 W Hz−1 (to cover the peak of the FWHMAvg distribu-
tion), we extract the angular extent of their radio major axis from
the cross-matched FIRST catalogue, which has a higher spatial res-
olution at 1.4 GHz compared to NVSS. We find that all AGNs
in this sample with FWHMAvg > 1500 km s−1 and single FIRST
matches have deconvolved extents <2 arcsec (i.e. unresolved), and
there is no evidence that more extended radio sources have broader
[O III] λ5007 lines. Furthermore, in the case of those with multi-
ple FIRST matches, the vast majority of AGNs in this subsample
(i.e. >80 per cent) have at least one radio component closer than
1 arcsec to the galaxy nucleus, suggestive of a radio core. Finally,
none of the AGNs in this radio-selected subsample have multiple
NVSS matches, meaning that they are unlikely to have extended,
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e.g., L(1.4GHz), L([OIII]), SFR, sSFR, BHAR, ... 
(see Wylezalek&Zakamska16; Balmaverde+16; Zakamska+16;
Woo+16; Chen+15; Banerji+15; Mullaney+13;...)
see Bongiorno’s & Rodighiero’s talks

Cresci’s talk

AGN/SF division(??) 
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The X-ray/SDSS sample

M. Perna et al.: An X-ray/SDSS sample: outflowing gas Electron Temperature and Density

Ėout ≈ 0.1 − 5% Lbol [Molecular out f lows] (8)

Ṗout ≈ Lbol/c [Ionised out f lows] (9)

Ṗout ≈ 10 − 50 Lbol/c [Molecular out f lows] (10)

where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
of three if the temperature if wrongly assumed2. More impor-
tantly, the outflow mass show an inverse proportionality to the
electron density. Outflow energetics are usually derived assum-
ing given values for electron temperature and density. While a
general consensus is found for a Te = 104 K (e.g., Harrison+14;
...), several values are used for the electron density: for example,
Cano-Diaz+12 assumed 1000 cm3, Carniani+15 500 cm3 and
Cresci+15 100 cm3.

Few diagnostic ratios involving forbidden lines can be used
to derive these properties in regions with densities � 104 cm−3

(depending on the critical density of the involved forbidden tran-
sitions). In particular, [SII]λλ6716,6731, [OIII] and [NII] diag-
nostics are pontentially usefull to measure Ne and Te because
of their optical wavelengths3. Unfortunately, the faintness of the
involved emission lines (in particular, OIII4363 and NII5755)
make difficult the measure of these quantities. The fact that the
OC are generally fainter that the NLR ones, makes further dif-
ficult to derive such diagnostic informations. Only for a handful
of previous studies it was possible to derive, although with large
uncertainties, these quantities. These works are generally based
on single luminous targets (e.g., Perna+15;Brusa+16) or, in the
best cases, on small number of sources (e.g., Westmoquette+12)
or staked spectra (Harrison+12). These few results, that pointed
to large ranges of values for the electron densities, from ≈ 102 to
> 103 (see, e.g., Perna+15 ; Rodriguez-Zaurin+13), at the origin
of the variety of assumed Ne values in literature. To the best of
our knowledge, the electron temperature has been derived only
for 6 targets (Brusa+16;Villar-Martin+14;Nesvadba+08), with
Te ≈ 1.5 × 104 K.

Taking advantage of the large sample collected, we analysed
the spectra to constrain, as best we can, these quantities for both
the unperturbed and outflowing gas.

3.3.1. The [SII] density-sensive ratio

The electron density of the systemic component can be ob-
tained through the [SII]λλ6716,6731 doublet ratio (R[S II] =
F(λ6716)/F(λ6731); Osterbrock 1989). We measured the NLR
R[S II] for all AGNs with no severe and ambiguous blending with
Hα BLR emission (see, e.g., the third row of Fig. fitspettri) and,
more importantly, without outflows revealed in simultaneous fits.
2 [OIII]λ5007 emissivity from PyNeb (Luridiana+15):
j(Te = 104K,Ne = 102cm−3) ≈ j(Te = 104K,Ne = 103cm−3) ≈ 3.5 ×
10−21 erg/s cm3;
j(Te = 2 × 104K,Ne = 102cm−3) ≈ j(Te = 2 × 104K,Ne = 103cm−3) ≈
1.2 × 10−21 erg/s cm3.
3 [OII]λ3727 diagnostic cannot be applied in AGNs because of the
blending due to its two components line width, generally larger or com-
parable with their wavelength separation (2.8Å)

In fact, when broad OC components are revealed, the doublet
lines are usually severely blended, and in general the fitting pro-
cedure does not give unambiguous results. From this sample we
obtained the distribution shown in Fig 5, left (grey histogram).

We note that the wing to lower ratios is due only to the higher
z sources in the sample. Their lower S/N spectra (see Fig. 1), can
easily explain the observed broad distribution through degrading
fit results.

To study the electron density of the outflowing regions, we
have focused our analysis on those AGNs with the simplest spec-
tral profiles (i.e. only two kinematic components revealed by the
fit of the [OIII] lines, well defined [SII] wings) and, as before,
without strong blending with BC. Although the large number of
targets with intense [SII] emission, only 28 targets satisfy the
above mentioned conditions. The fitted spectra are shown in fig.
xx. From this sample, we computed the R[S II] for both NC and
OC. The NC R[S II] distribution (fig 5, left black curve) has a
smaller spread when compared with that of the AGN sample
without OC components, because of the particular selection. The
OC R[S II] distribution (blue area) cover a larger range of values,
but is unambiguously shifted to lower ratios.

The SII ratio is related to the electron density through the
equation,

R[S II] = F(λ6716)/F(λ6731) = 1.49
1 + 3.77x
1 + 12.8x

, (11)

R[OIII] = [F(λ5007) + F(λ4959)]/F(λ4363) (12)

Te = 32900/ln(R[OIII]/7.9) (13)

where x= 0.01 Ne/
√

Te is the term related to the collisional
de-excitation rate, and explicit the dependence on the electron
temperature. Methods to determine the electron Temperature
uses sensitive line ratios such as [OIII]λλ4959,5007 and [OIII]λ
(R[OIII] diagnostic), or [NII]λλ6550,6585 and [NII]λ5755 (R[NII]
diagnostic). However, as mentioned before, Te is generally not
estimated because of the faintness of the involved emission lines
(i.e., [OIII]λ and [NII]λ5755). In the best scenario, for each tar-
get for with we derived a [SII] ratio, we should associate also an
electron temperature to derive the relative Ne. Unfortunately, sig-
nificant emission (i.e. S/N > 5) in the OIII4363 and/or NII5755
regions is detected only for a small fraction of the AGN sam-
ple (see below). Therefore, we choose to follow a statistical ap-
proach to try to derive the average electron temperature.

3.3.2. The [OIII] temperature-sensitive ratio

We selected 44 sources with well detected [OIII]λ4363 (S/N>5)
that is not affected from the contamination by Hγ4342 BLR
emission. We fitted simultaneously the two lines. For all targets
we imposed the same systemics, widths and sets of gaussian
components as obtained from the simultaneous fit in the Hα-
and Hβ-regions. To additionally reduce the degeneracy in the
fit results for such faint emission lines, we choose to not anal-
yse the sources with S/N<10 that showed evidences of outflows
in the brighter emission lines (e.g., [OIII]λ5007). This reduced
the sample to 18 targets: 10 ( S/N>5) sources fitted with a NC,
8 (S/N≥10) sources fitted with NC+OC. The ratio distributions
for both the NC and OC components are shown in Fig. 5, right
(black and blue shaded areas, respectively).
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where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
of three if the temperature if wrongly assumed2. More impor-
tantly, the outflow mass show an inverse proportionality to the
electron density. Outflow energetics are usually derived assum-
ing given values for electron temperature and density. While a
general consensus is found for a Te = 104 K (e.g., Harrison+14;
...), several values are used for the electron density: for example,
Cano-Diaz+12 assumed 1000 cm3, Carniani+15 500 cm3 and
Cresci+15 100 cm3.

Few diagnostic ratios involving forbidden lines can be used
to derive these properties in regions with densities � 104 cm−3

(depending on the critical density of the involved forbidden tran-
sitions). In particular, [SII]λλ6716,6731, [OIII] and [NII] diag-
nostics are pontentially usefull to measure Ne and Te because
of their optical wavelengths3. Unfortunately, the faintness of the
involved emission lines (in particular, OIII4363 and NII5755)
make difficult the measure of these quantities. The fact that the
OC are generally fainter that the NLR ones, makes further dif-
ficult to derive such diagnostic informations. Only for a handful
of previous studies it was possible to derive, although with large
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Taking advantage of the large sample collected, we analysed
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3.3.1. The [SII] density-sensive ratio
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3 [OII]λ3727 diagnostic cannot be applied in AGNs because of the
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lines are usually severely blended, and in general the fitting pro-
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components as obtained from the simultaneous fit in the Hα-
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Ṗout ≈ Lbol/c [Ionised out f lows] (9)
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A.2 [OIII] emission lines

The main forbidden emission line used throughout this thesis is the doublet [OIII]λλ4959,5007.
The O III species is twice-ionised oxygen (IP 35.12 eV). O2+ has 6 electrons, with two electrons

in the 1s sub-shell, two electrons in the 2s sub-shell and two electrons in the 2p sub-shell. The

energy-level diagram of this ion is shown in Fig. A.1, left. Its ground levels, the 3P term, are

more close than in the figure and can be treated as a single level. The first excited level is 1D2;

well above there is the 1S0 level. Energies of the order of the eV are enough to excite the O2+

ions. The relative number of [O III]λ5007 and [O III]λ4959 photons is set by the ratio of their

associated A-values (i.e., = 2.9; Osterbrock & Ferland 2006) and is responsible of the familiar

[O III]λλ4959,5007 doublet with a fixed flux ratio of 2.9.

A.2.1 [OIII]5007 as tracer of ionized outflowing gas

Typical line widths are of ≈ 500 km/s. In high density environments (i.e., with electron den-

sities approaching their critical density Nc (≈ 106 cm−3), the 1D2 excited state is de-excited

by collisions before it can be de-excited by photon production. This is why the [O III] doublet

is not produced in the high-density BLR and can therefore be used to trace the kinematics

in the NLR. In fact, this line is a prominent line and do not suffer from particular blending

with adiacent emission lines (but see Sect. xx; FeII..). In particular, broad, blueshifted and

asymmetric wings usually observed in [OIII] lines can therefore be associated with gravitational

or outflow processes. The amount of ionized outflowing gas can be derived from the [OIII] lu-

minosity following the approach described in xx. This information, added with the geometrical

information regarding the extension and the configuration (shell or cone) is important to derive

the energetics of such fenomena and therefore to infer some indirect proof of the impact of

outflow on the galaxy-black hole co-evolution.

A.2.2 [OIII] as temperature-sensitive lines

The 2s22p2 electron configuration is particularly important because can be treated as a 3-level

atom. This energy-level sequence, whose emission lines fall in the optical regime, is proper of

O2+ and nytrogen N+ (NII; see Fig. A.1). Proceeding by direct physical reasoning it is possible

to introduce the temperature diagnostics. More detailed treatments and the derivations can be

found in ...

A collision of a free electron with kinetic energy greater than the energy separation between

the first two states, may excite the ion to 1D2. Every excitation is then followed by emission of

a photon either in λ5007 or λ4959, with relative probabilities close to 3:1. Intuitively, collisions

with more energetic free photoelectrons are needed to excite the O2+ ions in the upper state

from where λ4363 is emitted than to populate the lower energy levels. So the line strength

ratio (λ5007 + λ4959)/λ4363 immediately tells us how hot the electron plasma in the ionized

region is. In a cool environment, the flux ratio will be lower than in a hotter environment. On

the other hand, collisions with electrons of any energy may de-excite the ions from higher to

lower levels, without any emitted photon. The ratio of the intensities of different transitions

should depend therefore on the physical conditions of the gas, i.e. is sensitive to the electron

temperature and the electron density.

The full statistical equilibrum between the transition into and out of a specific level can be

worked out considering all the radiative and collisional transitions under the assumptions of

low density (i.e. below the critical densities). An analitic solution is given for the ratio between

the 1D2-
3P to the 1S0-

3P transition:
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Figure A.3: Few temperature-sensitive ratios as a function of the electron temperature. [NII]
ratio is indicated with dashed line for clarity. All the analitic solutions refer to low-density
regimes.

are shown the variation of [OII] and [SII] ratio as function of the electron density at fixed Te.
However, from the observational point of view, [OII] are so close in wavelength that only good
wavelength resolutions can be used to derive the relative ratio.

As for the ROIII diagnostic, density-sensitive ratios work at least for the portion of the NLR
characterized by densities not greatly in excess of the Nc (≈ 103.5 ;see Table A.1)

A.4 Balmer decrement and Extinction

Hαλ6563 and Hβλ4861 are part of the Balmer emission line series and are referred to recombi-
nation lines because are formed by captures of electrons into excited levels that are cascading
by downward radiative transitions to the ground level. As the atomic structure of hydrogen
is well understood, the strength of the emission line fluxes can be well determined through
equilibrium equations. The relative fluxes of the resulting hydrogen emission lines are only
weakly dependent on the local conditions (i.e. Ne and Te). In particular, two cases exist for
which the Balmer decrement has been determined over a range of temperatures and densities:
Case A and Case B. Case A assumes that an ionized region is optically thin to all line photons
emitted (i.e. escaping without absorption and therefore without causing further transtions),
while Case B assumes that the emitting region is optically thick, meaning that these photons
are absorbed and can be re-emitted as Balmer lines. These two cases lead to different intrinsic
ratios for the Balmer lines. Case B is generally preferred in astrophysical context because is
easily associated with dense observed environments. Such predicted intrinsic ratios have been
obtained considering both photoionization by AGNs or by OB stars: Hα/Hβ should be ≈ 2.86
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photons incident on the gas can be expressed in terms of the ionization parameter

U =

�∞
ν1

Lν/hνdν

4πr2c

1

NH

, (A.3)

where Lν is the luminosity of the source per unit frequency interval, r is the distance from the
source, NH is the hydrogen density, and c is the speed of light, which is introduced to make U
dimensionless. Physically, U represents the dimensionless ratio of the density of ionizing photons
to that of neutral hidrogen. In other words, it describes how many ionizing photons there are per
neutral atom. Typical values of ionization parameter for AGN sources are 10−3 − 1. Typical
AGN have gas both in high and low states of ionization. The ionization structure depends
mainly on the shape of the incident spectrum (and, in particular the X-ray part; see Sect. xxx)
and the value of U : large (∼ 0.1-1) ionization parameter results in sharply defined hydrogen
ionization fronts, while smaller U enebles several stages of ionization to coexist over large part
of the ionized region. (questo potrebbe essere un argomento per spiegare la somiglianza nella
cinematica?)

The physical information provided by diagnostic diagrams is contained in various specific
line ratios. Here we focus on those whose wavelengths are within the optical region. One of
the most important line ratio is the F([OIII]5007)/F(Hβ), [OIII]/Hβ for simplicity. This ratio
provides information about the level of ionization of the gas. A strong [Oiii]5007 line indicates a
relatively high level of ionization (i.e., large U) and large mean ionizing energy (IP(O2+)=35.12
eV), typical of an AGN SED. F(Hβ) is proportional to the number of recombining hydrogen
ions and is thus a measure of the total number of ionizing photons absorbed by the gas. This
line ratio is, therefore, large in highly ionized AGN gas. A smaller I([O III] 5007)/I(Hbeta )
ratio indicates either an AGN continuum with a low U or soft stellar SED.

Other examples are the F([NII])/F(Hα), F([SII])/F(Hα) and F([O I]λ6300)/F(Hα) line ra-
tios. These flux ratios are less sensitive to the level of ionization than the [O iii] 5007/Hβ ratio
since their ionization potentials are nearly equal to that of hydrogen (i.e., around 13.59 eV, to
be compared with 35.1 eV for O2+; see Table A.1). From their ionization potentials, we can
infer that the [NII], [OI] and [SII] lines are strong in the outer part of the ionized environment,
where partly neutral gas is present. The reason is that the high-energy ionizing photons emitted
by AGNs (X-ray photons) can penetrate beyond the H+ ionization front, into the region where
most of the oxygen is neutral and the sulfur and nitrogen are singly ionized and excite them.
This phenomenon is especially important in low-ionization AGN gas, such as the one observed
in LINERs, in which [NII] and [OI] lines dominate the optical spectrum. Conversely, stellar ra-
diation fields, even those emitted by very massive, early-type stars, cannot efficiently penetrate
beyond the hydrogen ionization front. Low-ionization emission lines in such sources are weak
and their ratios to F(Hα) are much smaller than in most AGNs. The combination of OIII/Hβ
and one of the three ratio above mentioned, plotted one against the other, provides a very useful
way of dividing the plane into regions of low and high U on one hand, and soft and hard SEDs
on the other hand. The ratio involving NII, OI and SII provides therefore similar information
and can be used to replace one each other in those cases in which some line is too weak to
measure. Another important argument can be exposed for these ratios related to the shape of
the ionizing radiation. In fact, these line ratios provide additional information about the gas
metallicity (Z) in both AGN and stellar environments. S,N and O are α-elements. Assuming
that all the α-elements increase together since they are proportional to the star formation rate,
O/H ∝ N/H1∝ S/H ∝ Z.

Summarizing, plotting these and other emission-line ratios against each other, for many
objects, is a powerful way to distinguish low- from high-ionization gas, soft from hard ionizing

1nitrogen is partially a secondary element, and may show linear or quadratic proportionality to Z depending
on the metallicity regime.

pPXF fit (stellar cont.+abs.lines)_
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excess in the balmer emission lines found after the correction
for the pPXF best-fit model. We found that the balmer stellar
absorption features can actually determine underestimates with
median values of ≈ 5% and ≈ 20% of the Hα and Hβ fluxes. In
particular, as expected, they affect only the narrow components.

Figure 4 shows the BPT diagrams obtained from our spectro-
scopic analysis, after the correction from stellar features, for both
NC (left) and OC (right). The lines drawn in the diagrams corre-
spond to the theoretical curve (at z = 0) used to separate purely
SF galaxies from galaxies containing AGN (Eq. 1 of Kewley et
al. 2013). For almost all the sources, the systemic NC and the OC
are consistent with an AGN classification. OC measurements are
more scattered because of their associated lower intensities: this
determine an important degeneracy in the fit results, in particu-
lar for type 1 AGNs (blue circles) for which an higher number
of components must be taken into account. We excluded from
our following analysis 45 targets (marked with red crosses in the
figure) (ma mancano Lx T13). For these sources, the SF na-
ture highlighted by the BPT diagrams, has been confirmed by
the concomitance of red spectra and low X-ray luminosities (i.e.
<1042 erg/s). We note that the exclusion of few targets above the
theoretical transitional curve is due to a conservative approach
that takes into account two considerations. The first one is re-
lated to the possible stellar absorption feature contribution for
those sources for which low S/N spectra did not allow stellar
features modelling. We used 3 times median pPXF corrections
to estimate representative shifts in the BPT diagram. These cor-
respond to a downward shift of ≈ 0.2 in log[[OIII]5007/Hβ], and
a left shift of ≈ 0.1 in log[[NII]/Hα]. We take into account these
possible displacements for all type 1.9 and type 2 targets with-
out good pPXF fit, for which we expect possible contribution of
stellar absorption features. The second consideration regards the
error associated with each source (see error bars in figures).

About 14 % of our targets have z> 0.4. For these targets it is
therefore not possible to use the BPT diagram because we have
only the OIII/Hβ ratio. However, these sources are generally as-
sociated with blue spectra, and 95% of them show unambiguous
BLR Hβ emission (say also that none have Lx< 1042. mancano i

flussi fx). For the remaining 5 % (4 targets) we observed OIII/Hβ
consistent with the average value observed for the entire sam-
ple (log[OIII/Hβ]∼ 1), for both NC and, when present, OC. We
therefore confirm the AGN nature for all the z>0.4 targets.

Summarizing, thanks to the BPT diagnostic coupled with a
visual inspection of the spectra and the available X-ray analysis,
we obtained a final sample of xxx AGNs (xx type 1, xx type 1.9,
xx type 2).

4. INCIDENCE of OUTFLOWS

To constrain the fraction of AGNs with ionized gas outflows and
to compare our results with literature, we derived the follow-
ing non-parametric velocity estimators for the [OIII]5007 emis-
sion line: W80, the width comprising the 80% of the flux, and
Vmax, defined as the velocity at 2% (98%) of the cumulative flux
when a blue (red) prominent broad wing is present. We refer
the reader to Perna et al. 2015 (and reference therein) for de-
tails about non-parametric analysis. Figure 5 shows the distribu-
tions of the two velocity estimators against the total [OIII] (on
the left) and the intrinsic X-ray 2-10 keV (right) luminosities.
Moving from lower to higher luminosities, an increasing num-
ber of targets exhibit higher [OIII] velocities. A clear trend is
visible when we consider the average velocities in bin of lumi-
nosity (red points). We choose the threshold Vmax=650 kms/s to
discriminate between gravitational and outflow processes. This
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Fig. 5: (central and bottom panels:) Non-parametric velocity
W80 and Vmax estimators as a function of [OIII] (left) and intrin-
sic 2-10keV X-ray (right) luminosity. Red dots represent average
velocity in bin of luminosity; the associated error bars show the
standard deviation for each bin. (top panels:) Fraction of AGNs
with Vmax < 650 km/s (black line) and Vmax ≥ 650 km/s (blue
dashed line) as a function of [OIII] (left) and X-ray (right) lumi-
nosity.

value corresponds to the maximum velocity derived for a gaus-
sian profile with a velocity dispersion of 340 km/s, and has been
chosen considering that 95% of massive BOSS galaxies below
z≈0.8 have lower velocity dispersions (Thomas+13). We inves-
tigate how the fraction of AGNs with outflows changes as a func-
tion of the [OIII] and X-ray luminosities: the top panels of Fig.
5 show the fraction of AGNs with Vmax below/above the thresh-
old value. We found that above L[OIII] ≈1042 erg/s the fraction
of AGNs with outflows becomes over 50%. Assuming a bolo-
metric correction of ∼3x103 (Heckman+04), this corresponds
to a bolometric luminosity of ≈1045 erg/s. This value is consis-
tent with the luminosity threshold proposed by Veilleux+13, ob-
tained studying the incidence of molecular outflows in ULIRGs
hosting AGNs, and by ZakamskaGreene14; Woo+16, derived
analysing ionized outflows in obscured and type 2 QSOs. plot

con Lx non definitivo. ∼ 180 sorgenti da aggiornare con val-

ori nuovi. discutere trend eventuale e confronto con OIII.

discutere potenzialita’ di Lx rispetto a Lir o Lradio (e.g., a

Lx>42 non c’e’ ambiguita’ di emissione dovuta a stelle

Figure 6 (top panel) shows the distribution of sources with
outflows against the Vmax, for three subsamples defined on the
basis of the presence/absence of blue or red prominent wings
in the [OIII] profile: we found signature of outflows in ≈ 42%
of AGNs, of which 33% and 7% have respectively blu and
red prominent wings, while only 3% show symmetric profiles.
Lower panels in the figure show the distributions for given spec-
tral type. We note that the fraction of outflows increases going
from type 2 to 1, up to over 50% in type 1 AGN. Indeed, we note
that the relative fraction of blue/red outflows are roughly simi-
lar in each spectral type: the fraction of incoming outflows are
always ∼ 5 times that of receding outflows.
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ionized component - [OIII]5007 line

• ~ 40 % shows signature ionized outflows

         32% blue wings - approaching flows
           7% red wings - receding flows
         (same fraction in Veron-Cetty+2001; Woo+16; ...)

• Outflow fraction increases w/ Luminosity

• Fraction > 50 %  in QSO-Luminosity regime

       (same threshold in Veilleux+13; Zakamska & Greene 14; Woo+16)

0.4. THE UNIFIED MODEL 17

It is interesting that high-resolution observations of many nearby AGN (e.g., ) show that

the axis of the ionization cones of the NLR is often not aligned with the minor axis of the host

galaxy, meaning that the circumnuclear absorber is not necessarily aligned with the gaseous

disk of the host galaxy. This scenario open to possible misunderstanding in the structure of

complex systems: it is difficult to discriminate between a galaxy-scale absorber and the presence

of a torus, whic can be both as well responsible for AGN signatures typical of type 2 sources.

Indeed, it is supposed that even the presence of a torus may be questionable in the immediate,

perturbed phases after a merging event (Netzer+15). Other open questions on the unified model

are still need to be answered: a large number of Seyfert 2 galaxies lack the broad emission lines

in their optical polarized spectra (but see Antonucci); it is not clear how the internal structure

involving accretion disk, BLR and NLR, torus, etc., change with the AGN accreation properties.

Important clues regards also observational results clearly in disagreement with the unification

model: the measurements of black hole mass from NIR spectra of Seyfert 2 reveal that these

objects have, on average, lower masses than type 1 objects (LaFranca;Onori???). Indeed, strong

differences in the clustering properties of Type-1 and Type-2 AGNs suggest that the AGN type

is in some way dependent on the presence of neighbours (Villarroel14;Ning2016). Moreover, the

X-ray spectra of a large number (∼ 30%) of type 2 AGN do not indicate large column densities

of absorbing gas, as would be expected if the AGN were surrounded by an obscuring torus

(Merloni+14). These findings suggest that the single unified model based solely on orientation

arguments is not sufficient and that an evolutionary link between the two major AGN types

might exist.

L[OIII] ≈ 1042 erg/s, i.e. Lbol ≈ 1045 erg/s
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excess in the balmer emission lines found after the correction
for the pPXF best-fit model. We found that the balmer stellar
absorption features can actually determine underestimates with
median values of ≈ 5% and ≈ 20% of the Hα and Hβ fluxes. In
particular, as expected, they affect only the narrow components.

Figure 4 shows the BPT diagrams obtained from our spectro-
scopic analysis, after the correction from stellar features, for both
NC (left) and OC (right). The lines drawn in the diagrams corre-
spond to the theoretical curve (at z = 0) used to separate purely
SF galaxies from galaxies containing AGN (Eq. 1 of Kewley et
al. 2013). For almost all the sources, the systemic NC and the OC
are consistent with an AGN classification. OC measurements are
more scattered because of their associated lower intensities: this
determine an important degeneracy in the fit results, in particu-
lar for type 1 AGNs (blue circles) for which an higher number
of components must be taken into account. We excluded from
our following analysis 45 targets (marked with red crosses in the
figure) (ma mancano Lx T13). For these sources, the SF na-
ture highlighted by the BPT diagrams, has been confirmed by
the concomitance of red spectra and low X-ray luminosities (i.e.
<1042 erg/s). We note that the exclusion of few targets above the
theoretical transitional curve is due to a conservative approach
that takes into account two considerations. The first one is re-
lated to the possible stellar absorption feature contribution for
those sources for which low S/N spectra did not allow stellar
features modelling. We used 3 times median pPXF corrections
to estimate representative shifts in the BPT diagram. These cor-
respond to a downward shift of ≈ 0.2 in log[[OIII]5007/Hβ], and
a left shift of ≈ 0.1 in log[[NII]/Hα]. We take into account these
possible displacements for all type 1.9 and type 2 targets with-
out good pPXF fit, for which we expect possible contribution of
stellar absorption features. The second consideration regards the
error associated with each source (see error bars in figures).

About 14 % of our targets have z> 0.4. For these targets it is
therefore not possible to use the BPT diagram because we have
only the OIII/Hβ ratio. However, these sources are generally as-
sociated with blue spectra, and 95% of them show unambiguous
BLR Hβ emission (say also that none have Lx< 1042. mancano i

flussi fx). For the remaining 5 % (4 targets) we observed OIII/Hβ
consistent with the average value observed for the entire sam-
ple (log[OIII/Hβ]∼ 1), for both NC and, when present, OC. We
therefore confirm the AGN nature for all the z>0.4 targets.

Summarizing, thanks to the BPT diagnostic coupled with a
visual inspection of the spectra and the available X-ray analysis,
we obtained a final sample of xxx AGNs (xx type 1, xx type 1.9,
xx type 2).

4. INCIDENCE of OUTFLOWS

To constrain the fraction of AGNs with ionized gas outflows and
to compare our results with literature, we derived the follow-
ing non-parametric velocity estimators for the [OIII]5007 emis-
sion line: W80, the width comprising the 80% of the flux, and
Vmax, defined as the velocity at 2% (98%) of the cumulative flux
when a blue (red) prominent broad wing is present. We refer
the reader to Perna et al. 2015 (and reference therein) for de-
tails about non-parametric analysis. Figure 5 shows the distribu-
tions of the two velocity estimators against the total [OIII] (on
the left) and the intrinsic X-ray 2-10 keV (right) luminosities.
Moving from lower to higher luminosities, an increasing num-
ber of targets exhibit higher [OIII] velocities. A clear trend is
visible when we consider the average velocities in bin of lumi-
nosity (red points). We choose the threshold Vmax=650 kms/s to
discriminate between gravitational and outflow processes. This
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Fig. 5: (central and bottom panels:) Non-parametric velocity
W80 and Vmax estimators as a function of [OIII] (left) and intrin-
sic 2-10keV X-ray (right) luminosity. Red dots represent average
velocity in bin of luminosity; the associated error bars show the
standard deviation for each bin. (top panels:) Fraction of AGNs
with Vmax < 650 km/s (black line) and Vmax ≥ 650 km/s (blue
dashed line) as a function of [OIII] (left) and X-ray (right) lumi-
nosity.

value corresponds to the maximum velocity derived for a gaus-
sian profile with a velocity dispersion of 340 km/s, and has been
chosen considering that 95% of massive BOSS galaxies below
z≈0.8 have lower velocity dispersions (Thomas+13). We inves-
tigate how the fraction of AGNs with outflows changes as a func-
tion of the [OIII] and X-ray luminosities: the top panels of Fig.
5 show the fraction of AGNs with Vmax below/above the thresh-
old value. We found that above L[OIII] ≈1042 erg/s the fraction
of AGNs with outflows becomes over 50%. Assuming a bolo-
metric correction of ∼3x103 (Heckman+04), this corresponds
to a bolometric luminosity of ≈1045 erg/s. This value is consis-
tent with the luminosity threshold proposed by Veilleux+13, ob-
tained studying the incidence of molecular outflows in ULIRGs
hosting AGNs, and by ZakamskaGreene14; Woo+16, derived
analysing ionized outflows in obscured and type 2 QSOs. plot

con Lx non definitivo. ∼ 180 sorgenti da aggiornare con val-

ori nuovi. discutere trend eventuale e confronto con OIII.

discutere potenzialita’ di Lx rispetto a Lir o Lradio (e.g., a

Lx>42 non c’e’ ambiguita’ di emissione dovuta a stelle

Figure 6 (top panel) shows the distribution of sources with
outflows against the Vmax, for three subsamples defined on the
basis of the presence/absence of blue or red prominent wings
in the [OIII] profile: we found signature of outflows in ≈ 42%
of AGNs, of which 33% and 7% have respectively blu and
red prominent wings, while only 3% show symmetric profiles.
Lower panels in the figure show the distributions for given spec-
tral type. We note that the fraction of outflows increases going
from type 2 to 1, up to over 50% in type 1 AGN. Indeed, we note
that the relative fraction of blue/red outflows are roughly simi-
lar in each spectral type: the fraction of incoming outflows are
always ∼ 5 times that of receding outflows.
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excess in the balmer emission lines found after the correction
for the pPXF best-fit model. We found that the balmer stellar
absorption features can actually determine underestimates with
median values of ≈ 5% and ≈ 20% of the Hα and Hβ fluxes. In
particular, as expected, they affect only the narrow components.

Figure 4 shows the BPT diagrams obtained from our spectro-
scopic analysis, after the correction from stellar features, for both
NC (left) and OC (right). The lines drawn in the diagrams corre-
spond to the theoretical curve (at z = 0) used to separate purely
SF galaxies from galaxies containing AGN (Eq. 1 of Kewley et
al. 2013). For almost all the sources, the systemic NC and the OC
are consistent with an AGN classification. OC measurements are
more scattered because of their associated lower intensities: this
determine an important degeneracy in the fit results, in particu-
lar for type 1 AGNs (blue circles) for which an higher number
of components must be taken into account. We excluded from
our following analysis 45 targets (marked with red crosses in the
figure) (ma mancano Lx T13). For these sources, the SF na-
ture highlighted by the BPT diagrams, has been confirmed by
the concomitance of red spectra and low X-ray luminosities (i.e.
<1042 erg/s). We note that the exclusion of few targets above the
theoretical transitional curve is due to a conservative approach
that takes into account two considerations. The first one is re-
lated to the possible stellar absorption feature contribution for
those sources for which low S/N spectra did not allow stellar
features modelling. We used 3 times median pPXF corrections
to estimate representative shifts in the BPT diagram. These cor-
respond to a downward shift of ≈ 0.2 in log[[OIII]5007/Hβ], and
a left shift of ≈ 0.1 in log[[NII]/Hα]. We take into account these
possible displacements for all type 1.9 and type 2 targets with-
out good pPXF fit, for which we expect possible contribution of
stellar absorption features. The second consideration regards the
error associated with each source (see error bars in figures).

About 14 % of our targets have z> 0.4. For these targets it is
therefore not possible to use the BPT diagram because we have
only the OIII/Hβ ratio. However, these sources are generally as-
sociated with blue spectra, and 95% of them show unambiguous
BLR Hβ emission (say also that none have Lx< 1042. mancano i

flussi fx). For the remaining 5 % (4 targets) we observed OIII/Hβ
consistent with the average value observed for the entire sam-
ple (log[OIII/Hβ]∼ 1), for both NC and, when present, OC. We
therefore confirm the AGN nature for all the z>0.4 targets.

Summarizing, thanks to the BPT diagnostic coupled with a
visual inspection of the spectra and the available X-ray analysis,
we obtained a final sample of xxx AGNs (xx type 1, xx type 1.9,
xx type 2).

4. INCIDENCE of OUTFLOWS

To constrain the fraction of AGNs with ionized gas outflows and
to compare our results with literature, we derived the follow-
ing non-parametric velocity estimators for the [OIII]5007 emis-
sion line: W80, the width comprising the 80% of the flux, and
Vmax, defined as the velocity at 2% (98%) of the cumulative flux
when a blue (red) prominent broad wing is present. We refer
the reader to Perna et al. 2015 (and reference therein) for de-
tails about non-parametric analysis. Figure 5 shows the distribu-
tions of the two velocity estimators against the total [OIII] (on
the left) and the intrinsic X-ray 2-10 keV (right) luminosities.
Moving from lower to higher luminosities, an increasing num-
ber of targets exhibit higher [OIII] velocities. A clear trend is
visible when we consider the average velocities in bin of lumi-
nosity (red points). We choose the threshold Vmax=650 kms/s to
discriminate between gravitational and outflow processes. This
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Fig. 5: (central and bottom panels:) Non-parametric velocity
W80 and Vmax estimators as a function of [OIII] (left) and intrin-
sic 2-10keV X-ray (right) luminosity. Red dots represent average
velocity in bin of luminosity; the associated error bars show the
standard deviation for each bin. (top panels:) Fraction of AGNs
with Vmax < 650 km/s (black line) and Vmax ≥ 650 km/s (blue
dashed line) as a function of [OIII] (left) and X-ray (right) lumi-
nosity.

value corresponds to the maximum velocity derived for a gaus-
sian profile with a velocity dispersion of 340 km/s, and has been
chosen considering that 95% of massive BOSS galaxies below
z≈0.8 have lower velocity dispersions (Thomas+13). We inves-
tigate how the fraction of AGNs with outflows changes as a func-
tion of the [OIII] and X-ray luminosities: the top panels of Fig.
5 show the fraction of AGNs with Vmax below/above the thresh-
old value. We found that above L[OIII] ≈1042 erg/s the fraction
of AGNs with outflows becomes over 50%. Assuming a bolo-
metric correction of ∼3x103 (Heckman+04), this corresponds
to a bolometric luminosity of ≈1045 erg/s. This value is consis-
tent with the luminosity threshold proposed by Veilleux+13, ob-
tained studying the incidence of molecular outflows in ULIRGs
hosting AGNs, and by ZakamskaGreene14; Woo+16, derived
analysing ionized outflows in obscured and type 2 QSOs. plot

con Lx non definitivo. ∼ 180 sorgenti da aggiornare con val-

ori nuovi. discutere trend eventuale e confronto con OIII.

discutere potenzialita’ di Lx rispetto a Lir o Lradio (e.g., a

Lx>42 non c’e’ ambiguita’ di emissione dovuta a stelle

Figure 6 (top panel) shows the distribution of sources with
outflows against the Vmax, for three subsamples defined on the
basis of the presence/absence of blue or red prominent wings
in the [OIII] profile: we found signature of outflows in ≈ 42%
of AGNs, of which 33% and 7% have respectively blu and
red prominent wings, while only 3% show symmetric profiles.
Lower panels in the figure show the distributions for given spec-
tral type. We note that the fraction of outflows increases going
from type 2 to 1, up to over 50% in type 1 AGN. Indeed, we note
that the relative fraction of blue/red outflows are roughly simi-
lar in each spectral type: the fraction of incoming outflows are
always ∼ 5 times that of receding outflows.
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excess in the balmer emission lines found after the correction
for the pPXF best-fit model. We found that the balmer stellar
absorption features can actually determine underestimates with
median values of ≈ 5% and ≈ 20% of the Hα and Hβ fluxes. In
particular, as expected, they affect only the narrow components.

Figure 4 shows the BPT diagrams obtained from our spectro-
scopic analysis, after the correction from stellar features, for both
NC (left) and OC (right). The lines drawn in the diagrams corre-
spond to the theoretical curve (at z = 0) used to separate purely
SF galaxies from galaxies containing AGN (Eq. 1 of Kewley et
al. 2013). For almost all the sources, the systemic NC and the OC
are consistent with an AGN classification. OC measurements are
more scattered because of their associated lower intensities: this
determine an important degeneracy in the fit results, in particu-
lar for type 1 AGNs (blue circles) for which an higher number
of components must be taken into account. We excluded from
our following analysis 45 targets (marked with red crosses in the
figure) (ma mancano Lx T13). For these sources, the SF na-
ture highlighted by the BPT diagrams, has been confirmed by
the concomitance of red spectra and low X-ray luminosities (i.e.
<1042 erg/s). We note that the exclusion of few targets above the
theoretical transitional curve is due to a conservative approach
that takes into account two considerations. The first one is re-
lated to the possible stellar absorption feature contribution for
those sources for which low S/N spectra did not allow stellar
features modelling. We used 3 times median pPXF corrections
to estimate representative shifts in the BPT diagram. These cor-
respond to a downward shift of ≈ 0.2 in log[[OIII]5007/Hβ], and
a left shift of ≈ 0.1 in log[[NII]/Hα]. We take into account these
possible displacements for all type 1.9 and type 2 targets with-
out good pPXF fit, for which we expect possible contribution of
stellar absorption features. The second consideration regards the
error associated with each source (see error bars in figures).

About 14 % of our targets have z> 0.4. For these targets it is
therefore not possible to use the BPT diagram because we have
only the OIII/Hβ ratio. However, these sources are generally as-
sociated with blue spectra, and 95% of them show unambiguous
BLR Hβ emission (say also that none have Lx< 1042. mancano i

flussi fx). For the remaining 5 % (4 targets) we observed OIII/Hβ
consistent with the average value observed for the entire sam-
ple (log[OIII/Hβ]∼ 1), for both NC and, when present, OC. We
therefore confirm the AGN nature for all the z>0.4 targets.

Summarizing, thanks to the BPT diagnostic coupled with a
visual inspection of the spectra and the available X-ray analysis,
we obtained a final sample of xxx AGNs (xx type 1, xx type 1.9,
xx type 2).

4. INCIDENCE of OUTFLOWS

To constrain the fraction of AGNs with ionized gas outflows and
to compare our results with literature, we derived the follow-
ing non-parametric velocity estimators for the [OIII]5007 emis-
sion line: W80, the width comprising the 80% of the flux, and
Vmax, defined as the velocity at 2% (98%) of the cumulative flux
when a blue (red) prominent broad wing is present. We refer
the reader to Perna et al. 2015 (and reference therein) for de-
tails about non-parametric analysis. Figure 5 shows the distribu-
tions of the two velocity estimators against the total [OIII] (on
the left) and the intrinsic X-ray 2-10 keV (right) luminosities.
Moving from lower to higher luminosities, an increasing num-
ber of targets exhibit higher [OIII] velocities. A clear trend is
visible when we consider the average velocities in bin of lumi-
nosity (red points). We choose the threshold Vmax=650 kms/s to
discriminate between gravitational and outflow processes. This
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Fig. 5: (central and bottom panels:) Non-parametric velocity
W80 and Vmax estimators as a function of [OIII] (left) and intrin-
sic 2-10keV X-ray (right) luminosity. Red dots represent average
velocity in bin of luminosity; the associated error bars show the
standard deviation for each bin. (top panels:) Fraction of AGNs
with Vmax < 650 km/s (black line) and Vmax ≥ 650 km/s (blue
dashed line) as a function of [OIII] (left) and X-ray (right) lumi-
nosity.

value corresponds to the maximum velocity derived for a gaus-
sian profile with a velocity dispersion of 340 km/s, and has been
chosen considering that 95% of massive BOSS galaxies below
z≈0.8 have lower velocity dispersions (Thomas+13). We inves-
tigate how the fraction of AGNs with outflows changes as a func-
tion of the [OIII] and X-ray luminosities: the top panels of Fig.
5 show the fraction of AGNs with Vmax below/above the thresh-
old value. We found that above L[OIII] ≈1042 erg/s the fraction
of AGNs with outflows becomes over 50%. Assuming a bolo-
metric correction of ∼3x103 (Heckman+04), this corresponds
to a bolometric luminosity of ≈1045 erg/s. This value is consis-
tent with the luminosity threshold proposed by Veilleux+13, ob-
tained studying the incidence of molecular outflows in ULIRGs
hosting AGNs, and by ZakamskaGreene14; Woo+16, derived
analysing ionized outflows in obscured and type 2 QSOs. plot

con Lx non definitivo. ∼ 180 sorgenti da aggiornare con val-

ori nuovi. discutere trend eventuale e confronto con OIII.

discutere potenzialita’ di Lx rispetto a Lir o Lradio (e.g., a

Lx>42 non c’e’ ambiguita’ di emissione dovuta a stelle

Figure 6 (top panel) shows the distribution of sources with
outflows against the Vmax, for three subsamples defined on the
basis of the presence/absence of blue or red prominent wings
in the [OIII] profile: we found signature of outflows in ≈ 42%
of AGNs, of which 33% and 7% have respectively blu and
red prominent wings, while only 3% show symmetric profiles.
Lower panels in the figure show the distributions for given spec-
tral type. We note that the fraction of outflows increases going
from type 2 to 1, up to over 50% in type 1 AGN. Indeed, we note
that the relative fraction of blue/red outflows are roughly simi-
lar in each spectral type: the fraction of incoming outflows are
always ∼ 5 times that of receding outflows.
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excess in the balmer emission lines found after the correction
for the pPXF best-fit model. We found that the balmer stellar
absorption features can actually determine underestimates with
median values of ≈ 5% and ≈ 20% of the Hα and Hβ fluxes. In
particular, as expected, they affect only the narrow components.

Figure 4 shows the BPT diagrams obtained from our spectro-
scopic analysis, after the correction from stellar features, for both
NC (left) and OC (right). The lines drawn in the diagrams corre-
spond to the theoretical curve (at z = 0) used to separate purely
SF galaxies from galaxies containing AGN (Eq. 1 of Kewley et
al. 2013). For almost all the sources, the systemic NC and the OC
are consistent with an AGN classification. OC measurements are
more scattered because of their associated lower intensities: this
determine an important degeneracy in the fit results, in particu-
lar for type 1 AGNs (blue circles) for which an higher number
of components must be taken into account. We excluded from
our following analysis 45 targets (marked with red crosses in the
figure) (ma mancano Lx T13). For these sources, the SF na-
ture highlighted by the BPT diagrams, has been confirmed by
the concomitance of red spectra and low X-ray luminosities (i.e.
<1042 erg/s). We note that the exclusion of few targets above the
theoretical transitional curve is due to a conservative approach
that takes into account two considerations. The first one is re-
lated to the possible stellar absorption feature contribution for
those sources for which low S/N spectra did not allow stellar
features modelling. We used 3 times median pPXF corrections
to estimate representative shifts in the BPT diagram. These cor-
respond to a downward shift of ≈ 0.2 in log[[OIII]5007/Hβ], and
a left shift of ≈ 0.1 in log[[NII]/Hα]. We take into account these
possible displacements for all type 1.9 and type 2 targets with-
out good pPXF fit, for which we expect possible contribution of
stellar absorption features. The second consideration regards the
error associated with each source (see error bars in figures).

About 14 % of our targets have z> 0.4. For these targets it is
therefore not possible to use the BPT diagram because we have
only the OIII/Hβ ratio. However, these sources are generally as-
sociated with blue spectra, and 95% of them show unambiguous
BLR Hβ emission (say also that none have Lx< 1042. mancano i

flussi fx). For the remaining 5 % (4 targets) we observed OIII/Hβ
consistent with the average value observed for the entire sam-
ple (log[OIII/Hβ]∼ 1), for both NC and, when present, OC. We
therefore confirm the AGN nature for all the z>0.4 targets.

Summarizing, thanks to the BPT diagnostic coupled with a
visual inspection of the spectra and the available X-ray analysis,
we obtained a final sample of xxx AGNs (xx type 1, xx type 1.9,
xx type 2).

4. INCIDENCE of OUTFLOWS

To constrain the fraction of AGNs with ionized gas outflows and
to compare our results with literature, we derived the follow-
ing non-parametric velocity estimators for the [OIII]5007 emis-
sion line: W80, the width comprising the 80% of the flux, and
Vmax, defined as the velocity at 2% (98%) of the cumulative flux
when a blue (red) prominent broad wing is present. We refer
the reader to Perna et al. 2015 (and reference therein) for de-
tails about non-parametric analysis. Figure 5 shows the distribu-
tions of the two velocity estimators against the total [OIII] (on
the left) and the intrinsic X-ray 2-10 keV (right) luminosities.
Moving from lower to higher luminosities, an increasing num-
ber of targets exhibit higher [OIII] velocities. A clear trend is
visible when we consider the average velocities in bin of lumi-
nosity (red points). We choose the threshold Vmax=650 kms/s to
discriminate between gravitational and outflow processes. This
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Fig. 5: (central and bottom panels:) Non-parametric velocity
W80 and Vmax estimators as a function of [OIII] (left) and intrin-
sic 2-10keV X-ray (right) luminosity. Red dots represent average
velocity in bin of luminosity; the associated error bars show the
standard deviation for each bin. (top panels:) Fraction of AGNs
with Vmax < 650 km/s (black line) and Vmax ≥ 650 km/s (blue
dashed line) as a function of [OIII] (left) and X-ray (right) lumi-
nosity.

value corresponds to the maximum velocity derived for a gaus-
sian profile with a velocity dispersion of 340 km/s, and has been
chosen considering that 95% of massive BOSS galaxies below
z≈0.8 have lower velocity dispersions (Thomas+13). We inves-
tigate how the fraction of AGNs with outflows changes as a func-
tion of the [OIII] and X-ray luminosities: the top panels of Fig.
5 show the fraction of AGNs with Vmax below/above the thresh-
old value. We found that above L[OIII] ≈1042 erg/s the fraction
of AGNs with outflows becomes over 50%. Assuming a bolo-
metric correction of ∼3x103 (Heckman+04), this corresponds
to a bolometric luminosity of ≈1045 erg/s. This value is consis-
tent with the luminosity threshold proposed by Veilleux+13, ob-
tained studying the incidence of molecular outflows in ULIRGs
hosting AGNs, and by ZakamskaGreene14; Woo+16, derived
analysing ionized outflows in obscured and type 2 QSOs. plot

con Lx non definitivo. ∼ 180 sorgenti da aggiornare con val-

ori nuovi. discutere trend eventuale e confronto con OIII.

discutere potenzialita’ di Lx rispetto a Lir o Lradio (e.g., a

Lx>42 non c’e’ ambiguita’ di emissione dovuta a stelle

Figure 6 (top panel) shows the distribution of sources with
outflows against the Vmax, for three subsamples defined on the
basis of the presence/absence of blue or red prominent wings
in the [OIII] profile: we found signature of outflows in ≈ 42%
of AGNs, of which 33% and 7% have respectively blu and
red prominent wings, while only 3% show symmetric profiles.
Lower panels in the figure show the distributions for given spec-
tral type. We note that the fraction of outflows increases going
from type 2 to 1, up to over 50% in type 1 AGN. Indeed, we note
that the relative fraction of blue/red outflows are roughly simi-
lar in each spectral type: the fraction of incoming outflows are
always ∼ 5 times that of receding outflows.
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structure of complex systems: it is difficult to discriminate between a galaxy-scale absorber
and the presence of a torus, whic can be both as well responsible for AGN signatures typical
of type 1.9 and type 2 sources. In fact, type 1.9 AGNs are thought to be reddened by galactic
scale dust or by the external part of the torus, while highly inclined galaxies may determine a
galactic extinction so large that it can complitely obscure the central AGN emission at optical
wavelength (Goulding % Alexander 2009). The cutouts associated with the spectra showd in
Figs. 2 and 3 clearly manifest this ambiguity. Other open questions on the unified model
are still need to be answered: a large number of Seyfert 2 galaxies lack the broad emission
lines in their optical polarized spectra (but see Antonucci); it is not clear how the internal
structure involving accretion disk, BLR and NLR, torus, etc., change with the AGN accreation
properties. Important clues regards also observational results clearly in disagreement with the
unification model: the measurements of black hole mass from NIR spectra of Seyfert 2 reveal
that these objects have, on average, lower masses than type 1 objects (LaFranca;Onori???).
Indeed, strong differences in the clustering properties of Type-1 and Type-2 AGNs suggest that
the AGN type is in some way dependent on the presence of neighbours (Villarroel14;Ning2016).
Moreover, the X-ray spectra of a large number (∼ 30%) of type 2 AGN do not indicate large
column densities of absorbing gas, as would be expected if the AGN were surrounded by an
obscuring torus (Merloni+14). These findings suggest that the single unified model based solely
on orientation arguments is not sufficient and that an evolutionary link between the two major
AGN types might exist.

LX ≈ 1044 erg/s, i.e. Lbol ≈ 1045 erg/s

0.5 BH-galaxy coevolution

Almost every massive galaxy host a Supermassive Black Hole (MBH = 106 − 109M⊙) at its
center (Magorrian98; KormendyHo13 an references therein), presumably a relic of previous
quasar activity (). At the present time, there are several observational and theoretical results
that suggest that galaxies and their black holes growths might be intimately connected. The
mutual dependence of galaxy star formation and AGN activity on the availability of cold gas
has been indicated as the possible source of such connection. However, the vastly different
spatial scales at which SF (kpc) and BH (sub-pc) operate make the scenario challenging. This
section summarize some observational and theoretical evidences that support the connection.
Feedback phenomena will be then introduced as the key actors that could have established a
long-lasting link between hosts and BH.

Recent observational progresses have revealed several strong pieces of evidence suggesting
that galaxies and SMBHs coevolve by regulating each other’s growth.

Scaling relations: At the seminal discovery (15 years ago) by Magorrian, followed the iden-
tification of a tight correlation between the black hole mass and the stellar velocity dispersion
(σ∗) of the bulge component of the host galaxy (FerrareseMerritt2000;Gebhardt2000; Heckman
et al. 2004), together with similar correlations with bulge luminosity (KormendyRichstone95;)
and stellar mass (Magorrian98;MarconiHunt03;Graham+11 and ref therein), with the BH mass
being about 0.001 of the mass of the spheroidal bulge.

Cosmic BH and star formation accretion history: The cosmic mass accretion history of
massive black holes can be inferred using the “Soltan argument” (Soltan 1982), which posits
that most galaxies went through phases of AGN activity in the past, the remnants of which
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excess in the balmer emission lines found after the correction
for the pPXF best-fit model. We found that the balmer stellar
absorption features can actually determine underestimates with
median values of ≈ 5% and ≈ 20% of the Hα and Hβ fluxes. In
particular, as expected, they affect only the narrow components.

Figure 4 shows the BPT diagrams obtained from our spectro-
scopic analysis, after the correction from stellar features, for both
NC (left) and OC (right). The lines drawn in the diagrams corre-
spond to the theoretical curve (at z = 0) used to separate purely
SF galaxies from galaxies containing AGN (Eq. 1 of Kewley et
al. 2013). For almost all the sources, the systemic NC and the OC
are consistent with an AGN classification. OC measurements are
more scattered because of their associated lower intensities: this
determine an important degeneracy in the fit results, in particu-
lar for type 1 AGNs (blue circles) for which an higher number
of components must be taken into account. We excluded from
our following analysis 45 targets (marked with red crosses in the
figure) (ma mancano Lx T13). For these sources, the SF na-
ture highlighted by the BPT diagrams, has been confirmed by
the concomitance of red spectra and low X-ray luminosities (i.e.
<1042 erg/s). We note that the exclusion of few targets above the
theoretical transitional curve is due to a conservative approach
that takes into account two considerations. The first one is re-
lated to the possible stellar absorption feature contribution for
those sources for which low S/N spectra did not allow stellar
features modelling. We used 3 times median pPXF corrections
to estimate representative shifts in the BPT diagram. These cor-
respond to a downward shift of ≈ 0.2 in log[[OIII]5007/Hβ], and
a left shift of ≈ 0.1 in log[[NII]/Hα]. We take into account these
possible displacements for all type 1.9 and type 2 targets with-
out good pPXF fit, for which we expect possible contribution of
stellar absorption features. The second consideration regards the
error associated with each source (see error bars in figures).

About 14 % of our targets have z> 0.4. For these targets it is
therefore not possible to use the BPT diagram because we have
only the OIII/Hβ ratio. However, these sources are generally as-
sociated with blue spectra, and 95% of them show unambiguous
BLR Hβ emission (say also that none have Lx< 1042. mancano i

flussi fx). For the remaining 5 % (4 targets) we observed OIII/Hβ
consistent with the average value observed for the entire sam-
ple (log[OIII/Hβ]∼ 1), for both NC and, when present, OC. We
therefore confirm the AGN nature for all the z>0.4 targets.

Summarizing, thanks to the BPT diagnostic coupled with a
visual inspection of the spectra and the available X-ray analysis,
we obtained a final sample of xxx AGNs (xx type 1, xx type 1.9,
xx type 2).

4. INCIDENCE of OUTFLOWS

To constrain the fraction of AGNs with ionized gas outflows and
to compare our results with literature, we derived the follow-
ing non-parametric velocity estimators for the [OIII]5007 emis-
sion line: W80, the width comprising the 80% of the flux, and
Vmax, defined as the velocity at 2% (98%) of the cumulative flux
when a blue (red) prominent broad wing is present. We refer
the reader to Perna et al. 2015 (and reference therein) for de-
tails about non-parametric analysis. Figure 5 shows the distribu-
tions of the two velocity estimators against the total [OIII] (on
the left) and the intrinsic X-ray 2-10 keV (right) luminosities.
Moving from lower to higher luminosities, an increasing num-
ber of targets exhibit higher [OIII] velocities. A clear trend is
visible when we consider the average velocities in bin of lumi-
nosity (red points). We choose the threshold Vmax=650 kms/s to
discriminate between gravitational and outflow processes. This
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Fig. 5: (central and bottom panels:) Non-parametric velocity
W80 and Vmax estimators as a function of [OIII] (left) and intrin-
sic 2-10keV X-ray (right) luminosity. Red dots represent average
velocity in bin of luminosity; the associated error bars show the
standard deviation for each bin. (top panels:) Fraction of AGNs
with Vmax < 650 km/s (black line) and Vmax ≥ 650 km/s (blue
dashed line) as a function of [OIII] (left) and X-ray (right) lumi-
nosity.

value corresponds to the maximum velocity derived for a gaus-
sian profile with a velocity dispersion of 340 km/s, and has been
chosen considering that 95% of massive BOSS galaxies below
z≈0.8 have lower velocity dispersions (Thomas+13). We inves-
tigate how the fraction of AGNs with outflows changes as a func-
tion of the [OIII] and X-ray luminosities: the top panels of Fig.
5 show the fraction of AGNs with Vmax below/above the thresh-
old value. We found that above L[OIII] ≈1042 erg/s the fraction
of AGNs with outflows becomes over 50%. Assuming a bolo-
metric correction of ∼3x103 (Heckman+04), this corresponds
to a bolometric luminosity of ≈1045 erg/s. This value is consis-
tent with the luminosity threshold proposed by Veilleux+13, ob-
tained studying the incidence of molecular outflows in ULIRGs
hosting AGNs, and by ZakamskaGreene14; Woo+16, derived
analysing ionized outflows in obscured and type 2 QSOs. plot

con Lx non definitivo. ∼ 180 sorgenti da aggiornare con val-

ori nuovi. discutere trend eventuale e confronto con OIII.

discutere potenzialita’ di Lx rispetto a Lir o Lradio (e.g., a

Lx>42 non c’e’ ambiguita’ di emissione dovuta a stelle

Figure 6 (top panel) shows the distribution of sources with
outflows against the Vmax, for three subsamples defined on the
basis of the presence/absence of blue or red prominent wings
in the [OIII] profile: we found signature of outflows in ≈ 42%
of AGNs, of which 33% and 7% have respectively blu and
red prominent wings, while only 3% show symmetric profiles.
Lower panels in the figure show the distributions for given spec-
tral type. We note that the fraction of outflows increases going
from type 2 to 1, up to over 50% in type 1 AGN. Indeed, we note
that the relative fraction of blue/red outflows are roughly simi-
lar in each spectral type: the fraction of incoming outflows are
always ∼ 5 times that of receding outflows.
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structure of complex systems: it is difficult to discriminate between a galaxy-scale absorber
and the presence of a torus, whic can be both as well responsible for AGN signatures typical
of type 1.9 and type 2 sources. In fact, type 1.9 AGNs are thought to be reddened by galactic
scale dust or by the external part of the torus, while highly inclined galaxies may determine a
galactic extinction so large that it can complitely obscure the central AGN emission at optical
wavelength (Goulding % Alexander 2009). The cutouts associated with the spectra showd in
Figs. 2 and 3 clearly manifest this ambiguity. Other open questions on the unified model
are still need to be answered: a large number of Seyfert 2 galaxies lack the broad emission
lines in their optical polarized spectra (but see Antonucci); it is not clear how the internal
structure involving accretion disk, BLR and NLR, torus, etc., change with the AGN accreation
properties. Important clues regards also observational results clearly in disagreement with the
unification model: the measurements of black hole mass from NIR spectra of Seyfert 2 reveal
that these objects have, on average, lower masses than type 1 objects (LaFranca;Onori???).
Indeed, strong differences in the clustering properties of Type-1 and Type-2 AGNs suggest that
the AGN type is in some way dependent on the presence of neighbours (Villarroel14;Ning2016).
Moreover, the X-ray spectra of a large number (∼ 30%) of type 2 AGN do not indicate large
column densities of absorbing gas, as would be expected if the AGN were surrounded by an
obscuring torus (Merloni+14). These findings suggest that the single unified model based solely
on orientation arguments is not sufficient and that an evolutionary link between the two major
AGN types might exist.

LX ≈ 1044 erg/s, i.e. Lbol ≈ 1045 erg/s

0.5 BH-galaxy coevolution

Almost every massive galaxy host a Supermassive Black Hole (MBH = 106 − 109M⊙) at its
center (Magorrian98; KormendyHo13 an references therein), presumably a relic of previous
quasar activity (). At the present time, there are several observational and theoretical results
that suggest that galaxies and their black holes growths might be intimately connected. The
mutual dependence of galaxy star formation and AGN activity on the availability of cold gas
has been indicated as the possible source of such connection. However, the vastly different
spatial scales at which SF (kpc) and BH (sub-pc) operate make the scenario challenging. This
section summarize some observational and theoretical evidences that support the connection.
Feedback phenomena will be then introduced as the key actors that could have established a
long-lasting link between hosts and BH.

Recent observational progresses have revealed several strong pieces of evidence suggesting
that galaxies and SMBHs coevolve by regulating each other’s growth.

Scaling relations: At the seminal discovery (15 years ago) by Magorrian, followed the iden-
tification of a tight correlation between the black hole mass and the stellar velocity dispersion
(σ∗) of the bulge component of the host galaxy (FerrareseMerritt2000;Gebhardt2000; Heckman
et al. 2004), together with similar correlations with bulge luminosity (KormendyRichstone95;)
and stellar mass (Magorrian98;MarconiHunt03;Graham+11 and ref therein), with the BH mass
being about 0.001 of the mass of the spheroidal bulge.

Cosmic BH and star formation accretion history: The cosmic mass accretion history of
massive black holes can be inferred using the “Soltan argument” (Soltan 1982), which posits
that most galaxies went through phases of AGN activity in the past, the remnants of which

• ~ 40 % shows signature ionized outflows

         32% blue wings - approaching flows
           7% red wings - receding flows
      (same fraction in Veron-Cetty+2001; Woo+16)

• Outflow fraction increases w/ BH mass

• Fraction > 50 %  in more massive BHs

       (same threshold in Veilleux+13; Zakamska & Greene 14; Woo+16)40 42 44
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Fig. 3: (top panel:) pPXF best-fit model results for a type 1.9 AGN (orange curve) superimpressed on the rest-frame SDSS spectrum.
All the prominent emission lines and the analysed features are highlighted with vertical dotted lines; the positions of MgIb and NaID
absorption lines are also marked. The inset on the right shows the SDSS cutout of the galaxy, with a red square marking the spatial
region from which the 3�� spectrum has been obtained. (bottom panels:) Fit results from the multicomponent simultaneous fit in the
Hβ-[OIII] (left) and Hα-[NII] (right) regions. Green and blue curves show the NC and OC gaussian profiles, while the red lines
represent the total best-fit profile. The insets on the right of each panel show the excess in the balmer emission lines found after
the correction for the pPXF best-fit model (orange curves); the original spectrum is also shown for a qualitative evaluation of the
contribution of stellar absorption feature in the observed emission line. Purple gaussian profiles represent best-fit results associated
with significative (>5σ) residuals. The insets on the left of the panels show the best-fit models of Hγ-[OIII]λ4363 and [OI]λ6300
when a significative detection for [OIII]λ4363 and [OI]λ6300 is found.

kinematic component. We introduce OC component(s) when
high residuals in the [OIII] region are found.

In addition, we used theoretical FeII model templates of Ko-
vacevic+2010.

Prior to the modelling of the emission lines, we estimated
the local continuum by fitting a powerlaw to the spectra at both
sides of the regions using those wavelength ranges that are not
affected by prominent features and or bad sky-subtraction resid-
uals (e.g. 4000-4050 and 5600-5650 for the Hβ region). For
each sets of Gaussian profiles, the velocity offset from the sys-
temic and the line widths are constrained to be the same. More-
over, the relative flux of the two [NII] and [OIII] components is
fixed to 2.99; [SII] flux ratio was required to be within the range
0.44<F(λ6716)/F(λ6731)<1.42 (Osterbrock).

Figure 2 plots five examples of different types of sources
found in our sample: (a panel) blue and (b) red spectra of type 1
AGNs, in which Fe II emission and/or OC could be present; (c)

low-luminosity type 1 AGNs which continuum is dominated by
stellar continuum; (d) red spectra in which the same broad profile
is found in all optical emission lines and is therefore associated
uniquely to OC, without clear sign of BLR balmer emission; (e)
objects with double peaked emission lines, modelled with two
NC emission together with an OC.

The NLR is believed to be stratified because of the different
line feature ionization potentials and critical densities(de Rober-
tis & Osterbrock1978). Therefore, one would consider differ-
ent line widths for each emission feature within a given set of
gaussian lines. However, our fitting procedure has proven to
well reproduce all the analysed emission lines with the con-
straints above mentioned, from low ionization emission lines,
such as [OI]λ6300 (with IP=8 eV; see Sect. 6), to high ionization
lines (i.e. [OIII]5007, with IP=35eV). We note that even when
different line widths have been derived from low-to-median
wavelength resolution data, their values were always consis-
tent within the errors of the gaussian fit (see deRobertisOster-
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• observed in high S/N spectra of low-luminosity /obscured AGNs

• AGN radiation can easily ionize the neutral gas 

• both ISM and stars contribute to NaID abs. line
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Fig. 3: (top panel:) pPXF best-fit model results for a type 1.9 AGN (orange curve) superimpressed on the rest-frame SDSS spectrum.
All the prominent emission lines and the analysed features are highlighted with vertical dotted lines; the positions of MgIb and NaID
absorption lines are also marked. The inset on the right shows the SDSS cutout of the galaxy, with a red square marking the spatial
region from which the 3�� spectrum has been obtained. (bottom panels:) Fit results from the multicomponent simultaneous fit in the
Hβ-[OIII] (left) and Hα-[NII] (right) regions. Green and blue curves show the NC and OC gaussian profiles, while the red lines
represent the total best-fit profile. The insets on the right of each panel show the excess in the balmer emission lines found after
the correction for the pPXF best-fit model (orange curves); the original spectrum is also shown for a qualitative evaluation of the
contribution of stellar absorption feature in the observed emission line. Purple gaussian profiles represent best-fit results associated
with significative (>5σ) residuals. The insets on the left of the panels show the best-fit models of Hγ-[OIII]λ4363 and [OI]λ6300
when a significative detection for [OIII]λ4363 and [OI]λ6300 is found.

kinematic component. We introduce OC component(s) when
high residuals in the [OIII] region are found.

In addition, we used theoretical FeII model templates of Ko-
vacevic+2010.

Prior to the modelling of the emission lines, we estimated
the local continuum by fitting a powerlaw to the spectra at both
sides of the regions using those wavelength ranges that are not
affected by prominent features and or bad sky-subtraction resid-
uals (e.g. 4000-4050 and 5600-5650 for the Hβ region). For
each sets of Gaussian profiles, the velocity offset from the sys-
temic and the line widths are constrained to be the same. More-
over, the relative flux of the two [NII] and [OIII] components is
fixed to 2.99; [SII] flux ratio was required to be within the range
0.44<F(λ6716)/F(λ6731)<1.42 (Osterbrock).

Figure 2 plots five examples of different types of sources
found in our sample: (a panel) blue and (b) red spectra of type 1
AGNs, in which Fe II emission and/or OC could be present; (c)

low-luminosity type 1 AGNs which continuum is dominated by
stellar continuum; (d) red spectra in which the same broad profile
is found in all optical emission lines and is therefore associated
uniquely to OC, without clear sign of BLR balmer emission; (e)
objects with double peaked emission lines, modelled with two
NC emission together with an OC.

The NLR is believed to be stratified because of the different
line feature ionization potentials and critical densities(de Rober-
tis & Osterbrock1978). Therefore, one would consider differ-
ent line widths for each emission feature within a given set of
gaussian lines. However, our fitting procedure has proven to
well reproduce all the analysed emission lines with the con-
straints above mentioned, from low ionization emission lines,
such as [OI]λ6300 (with IP=8 eV; see Sect. 6), to high ionization
lines (i.e. [OIII]5007, with IP=35eV). We note that even when
different line widths have been derived from low-to-median
wavelength resolution data, their values were always consis-
tent within the errors of the gaussian fit (see deRobertisOster-
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excess in the balmer emission lines found after the correction
for the pPXF best-fit model. We found that the balmer stellar
absorption features can actually determine underestimates with
median values of ≈ 5% and ≈ 20% of the Hα and Hβ fluxes. In
particular, as expected, they affect only the narrow components.

Figure 4 shows the BPT diagrams obtained from our spectro-
scopic analysis, after the correction from stellar features, for both
NC (left) and OC (right). The lines drawn in the diagrams corre-
spond to the theoretical curve (at z = 0) used to separate purely
SF galaxies from galaxies containing AGN (Eq. 1 of Kewley et
al. 2013). For almost all the sources, the systemic NC and the OC
are consistent with an AGN classification. OC measurements are
more scattered because of their associated lower intensities: this
determine an important degeneracy in the fit results, in particu-
lar for type 1 AGNs (blue circles) for which an higher number
of components must be taken into account. We excluded from
our following analysis 45 targets (marked with red crosses in the
figure) (ma mancano Lx T13). For these sources, the SF na-
ture highlighted by the BPT diagrams, has been confirmed by
the concomitance of red spectra and low X-ray luminosities (i.e.
<1042 erg/s). We note that the exclusion of few targets above the
theoretical transitional curve is due to a conservative approach
that takes into account two considerations. The first one is re-
lated to the possible stellar absorption feature contribution for
those sources for which low S/N spectra did not allow stellar
features modelling. We used 3 times median pPXF corrections
to estimate representative shifts in the BPT diagram. These cor-
respond to a downward shift of ≈ 0.2 in log[[OIII]5007/Hβ], and
a left shift of ≈ 0.1 in log[[NII]/Hα]. We take into account these
possible displacements for all type 1.9 and type 2 targets with-
out good pPXF fit, for which we expect possible contribution of
stellar absorption features. The second consideration regards the
error associated with each source (see error bars in figures).

About 14 % of our targets have z> 0.4. For these targets it is
therefore not possible to use the BPT diagram because we have
only the OIII/Hβ ratio. However, these sources are generally as-
sociated with blue spectra, and 95% of them show unambiguous
BLR Hβ emission (say also that none have Lx< 1042. mancano i

flussi fx). For the remaining 5 % (4 targets) we observed OIII/Hβ
consistent with the average value observed for the entire sam-
ple (log[OIII/Hβ]∼ 1), for both NC and, when present, OC. We
therefore confirm the AGN nature for all the z>0.4 targets.

Summarizing, thanks to the BPT diagnostic coupled with a
visual inspection of the spectra and the available X-ray analysis,
we obtained a final sample of xxx AGNs (xx type 1, xx type 1.9,
xx type 2).

4. INCIDENCE of OUTFLOWS

To constrain the fraction of AGNs with ionized gas outflows and
to compare our results with literature, we derived the follow-
ing non-parametric velocity estimators for the [OIII]5007 emis-
sion line: W80, the width comprising the 80% of the flux, and
Vmax, defined as the velocity at 2% (98%) of the cumulative flux
when a blue (red) prominent broad wing is present. We refer
the reader to Perna et al. 2015 (and reference therein) for de-
tails about non-parametric analysis. Figure 5 shows the distribu-
tions of the two velocity estimators against the total [OIII] (on
the left) and the intrinsic X-ray 2-10 keV (right) luminosities.
Moving from lower to higher luminosities, an increasing num-
ber of targets exhibit higher [OIII] velocities. A clear trend is
visible when we consider the average velocities in bin of lumi-
nosity (red points). We choose the threshold Vmax=650 kms/s to
discriminate between gravitational and outflow processes. This
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Fig. 5: (central and bottom panels:) Non-parametric velocity
W80 and Vmax estimators as a function of [OIII] (left) and intrin-
sic 2-10keV X-ray (right) luminosity. Red dots represent average
velocity in bin of luminosity; the associated error bars show the
standard deviation for each bin. (top panels:) Fraction of AGNs
with Vmax < 650 km/s (black line) and Vmax ≥ 650 km/s (blue
dashed line) as a function of [OIII] (left) and X-ray (right) lumi-
nosity.

value corresponds to the maximum velocity derived for a gaus-
sian profile with a velocity dispersion of 340 km/s, and has been
chosen considering that 95% of massive BOSS galaxies below
z≈0.8 have lower velocity dispersions (Thomas+13). We inves-
tigate how the fraction of AGNs with outflows changes as a func-
tion of the [OIII] and X-ray luminosities: the top panels of Fig.
5 show the fraction of AGNs with Vmax below/above the thresh-
old value. We found that above L[OIII] ≈1042 erg/s the fraction
of AGNs with outflows becomes over 50%. Assuming a bolo-
metric correction of ∼3x103 (Heckman+04), this corresponds
to a bolometric luminosity of ≈1045 erg/s. This value is consis-
tent with the luminosity threshold proposed by Veilleux+13, ob-
tained studying the incidence of molecular outflows in ULIRGs
hosting AGNs, and by ZakamskaGreene14; Woo+16, derived
analysing ionized outflows in obscured and type 2 QSOs. plot

con Lx non definitivo. ∼ 180 sorgenti da aggiornare con val-

ori nuovi. discutere trend eventuale e confronto con OIII.

discutere potenzialita’ di Lx rispetto a Lir o Lradio (e.g., a

Lx>42 non c’e’ ambiguita’ di emissione dovuta a stelle

Figure 6 (top panel) shows the distribution of sources with
outflows against the Vmax, for three subsamples defined on the
basis of the presence/absence of blue or red prominent wings
in the [OIII] profile: we found signature of outflows in ≈ 42%
of AGNs, of which 33% and 7% have respectively blu and
red prominent wings, while only 3% show symmetric profiles.
Lower panels in the figure show the distributions for given spec-
tral type. We note that the fraction of outflows increases going
from type 2 to 1, up to over 50% in type 1 AGN. Indeed, we note
that the relative fraction of blue/red outflows are roughly simi-
lar in each spectral type: the fraction of incoming outflows are
always ∼ 5 times that of receding outflows.
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excess in the balmer emission lines found after the correction
for the pPXF best-fit model. We found that the balmer stellar
absorption features can actually determine underestimates with
median values of ≈ 5% and ≈ 20% of the Hα and Hβ fluxes. In
particular, as expected, they affect only the narrow components.

Figure 4 shows the BPT diagrams obtained from our spectro-
scopic analysis, after the correction from stellar features, for both
NC (left) and OC (right). The lines drawn in the diagrams corre-
spond to the theoretical curve (at z = 0) used to separate purely
SF galaxies from galaxies containing AGN (Eq. 1 of Kewley et
al. 2013). For almost all the sources, the systemic NC and the OC
are consistent with an AGN classification. OC measurements are
more scattered because of their associated lower intensities: this
determine an important degeneracy in the fit results, in particu-
lar for type 1 AGNs (blue circles) for which an higher number
of components must be taken into account. We excluded from
our following analysis 45 targets (marked with red crosses in the
figure) (ma mancano Lx T13). For these sources, the SF na-
ture highlighted by the BPT diagrams, has been confirmed by
the concomitance of red spectra and low X-ray luminosities (i.e.
<1042 erg/s). We note that the exclusion of few targets above the
theoretical transitional curve is due to a conservative approach
that takes into account two considerations. The first one is re-
lated to the possible stellar absorption feature contribution for
those sources for which low S/N spectra did not allow stellar
features modelling. We used 3 times median pPXF corrections
to estimate representative shifts in the BPT diagram. These cor-
respond to a downward shift of ≈ 0.2 in log[[OIII]5007/Hβ], and
a left shift of ≈ 0.1 in log[[NII]/Hα]. We take into account these
possible displacements for all type 1.9 and type 2 targets with-
out good pPXF fit, for which we expect possible contribution of
stellar absorption features. The second consideration regards the
error associated with each source (see error bars in figures).

About 14 % of our targets have z> 0.4. For these targets it is
therefore not possible to use the BPT diagram because we have
only the OIII/Hβ ratio. However, these sources are generally as-
sociated with blue spectra, and 95% of them show unambiguous
BLR Hβ emission (say also that none have Lx< 1042. mancano i

flussi fx). For the remaining 5 % (4 targets) we observed OIII/Hβ
consistent with the average value observed for the entire sam-
ple (log[OIII/Hβ]∼ 1), for both NC and, when present, OC. We
therefore confirm the AGN nature for all the z>0.4 targets.

Summarizing, thanks to the BPT diagnostic coupled with a
visual inspection of the spectra and the available X-ray analysis,
we obtained a final sample of xxx AGNs (xx type 1, xx type 1.9,
xx type 2).

4. INCIDENCE of OUTFLOWS

To constrain the fraction of AGNs with ionized gas outflows and
to compare our results with literature, we derived the follow-
ing non-parametric velocity estimators for the [OIII]5007 emis-
sion line: W80, the width comprising the 80% of the flux, and
Vmax, defined as the velocity at 2% (98%) of the cumulative flux
when a blue (red) prominent broad wing is present. We refer
the reader to Perna et al. 2015 (and reference therein) for de-
tails about non-parametric analysis. Figure 5 shows the distribu-
tions of the two velocity estimators against the total [OIII] (on
the left) and the intrinsic X-ray 2-10 keV (right) luminosities.
Moving from lower to higher luminosities, an increasing num-
ber of targets exhibit higher [OIII] velocities. A clear trend is
visible when we consider the average velocities in bin of lumi-
nosity (red points). We choose the threshold Vmax=650 kms/s to
discriminate between gravitational and outflow processes. This
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Fig. 5: (central and bottom panels:) Non-parametric velocity
W80 and Vmax estimators as a function of [OIII] (left) and intrin-
sic 2-10keV X-ray (right) luminosity. Red dots represent average
velocity in bin of luminosity; the associated error bars show the
standard deviation for each bin. (top panels:) Fraction of AGNs
with Vmax < 650 km/s (black line) and Vmax ≥ 650 km/s (blue
dashed line) as a function of [OIII] (left) and X-ray (right) lumi-
nosity.

value corresponds to the maximum velocity derived for a gaus-
sian profile with a velocity dispersion of 340 km/s, and has been
chosen considering that 95% of massive BOSS galaxies below
z≈0.8 have lower velocity dispersions (Thomas+13). We inves-
tigate how the fraction of AGNs with outflows changes as a func-
tion of the [OIII] and X-ray luminosities: the top panels of Fig.
5 show the fraction of AGNs with Vmax below/above the thresh-
old value. We found that above L[OIII] ≈1042 erg/s the fraction
of AGNs with outflows becomes over 50%. Assuming a bolo-
metric correction of ∼3x103 (Heckman+04), this corresponds
to a bolometric luminosity of ≈1045 erg/s. This value is consis-
tent with the luminosity threshold proposed by Veilleux+13, ob-
tained studying the incidence of molecular outflows in ULIRGs
hosting AGNs, and by ZakamskaGreene14; Woo+16, derived
analysing ionized outflows in obscured and type 2 QSOs. plot

con Lx non definitivo. ∼ 180 sorgenti da aggiornare con val-

ori nuovi. discutere trend eventuale e confronto con OIII.

discutere potenzialita’ di Lx rispetto a Lir o Lradio (e.g., a

Lx>42 non c’e’ ambiguita’ di emissione dovuta a stelle

Figure 6 (top panel) shows the distribution of sources with
outflows against the Vmax, for three subsamples defined on the
basis of the presence/absence of blue or red prominent wings
in the [OIII] profile: we found signature of outflows in ≈ 42%
of AGNs, of which 33% and 7% have respectively blu and
red prominent wings, while only 3% show symmetric profiles.
Lower panels in the figure show the distributions for given spec-
tral type. We note that the fraction of outflows increases going
from type 2 to 1, up to over 50% in type 1 AGN. Indeed, we note
that the relative fraction of blue/red outflows are roughly simi-
lar in each spectral type: the fraction of incoming outflows are
always ∼ 5 times that of receding outflows.
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of these AGN candidates, we used emission line diagnostics, as
illustrated in the next section.

We excluded from any further analysis 7 [OIII] double
peaked galaxies1, 5 red galaxies with high sky residuals at ≈
5000Å responsible for bad estimate of the S/N[OIII], and 6 galax-
ies with strong and complex stellar continuum in the proximity
of Hα region.

3.2. BPT emission line diagnostics

For 441 sources we detected BLR emission, which is an un-
ambiguous indicator for AGN presence in the host. Neverthe-
less, some of our targets show the concomitance of a stellar
continuum and BLR emission, indicating the presence of low-
luminosity AGN oriented so that we are viewing the BLR emis-
sion. In particular, 81 sources show a broad profile in the Hα and
not in the Hβ (see Fig. 2, central panel), i.e. are type 1.9 AGNs. In
the following, we distinguish between type 1 and type 1.9 AGN
candidates. Therefore, we used the optical diagnostic Baldwin-
Phillips-Terlevich diagram (BPT; Baldwin et al. 1981), which
employ two line flux ratios [OIII]5007/Hβ and [NII]/Hα, as a
further tool to investigate the nature of the ionizing sources of the
optical emission lines for such objects. Most importantly, BPT
diagnostic is also needful to understand the nature of the type 2
AGN candidates. Prior to compute the line flux ratios, we fitted
the stellar continuum using penalised pixel fitting (pPXF; Cap-
pellari+2004) and corrected the balmer line fluxes taking into
account the stellar features from the ppxf best-fit model. In fact,
underlying stellar absorption of the balmer lines are expected to
be not negligible in low-luminosity AGNs and to shape the emis-
sion line profile. To adopt the pPXF procedure for BL AGNs, a
window of 12000 km/s around the expected position of balmer
emission lines is excluded from the fit. Figure 3 shows two pPXF
best-fit models for a type 1.9 AGN and a type 2 AGN candidate
(orange curves in the top panels). In the bottom panels are shown
the results obtained from the multicomponent simultaneous fit
(red curves) and, in the insets, the excess in the balmer emission
lines found after the correction for the pPXF best-fit model. Ne
mostro solo una? con stesso stile di fig. 2 (mostrando lo spettro
intero e i due insets)? We found that the balmer stellar absorp-
tion features can actually determine underestimates, on average,
of ≈ 15 and ≈ 60% of the Hα and Hβ fluxes. In particular, as
expected, they affect only the narrow components.

Figure 4 shows the BPT diagrams obtained from our spec-
troscopic analysis, after the correction from stellar features, for
both NC (left) and OC (right). The lines drawn in the diagrams
correspond to the theoretical redshift-dependent curves (at z =
0) used to separate purely SF galaxies from galaxies containing
AGN (Eq. 1 of Kewley et al. 2013). For almost all the sources,
the systemic NC and the OC are consistent with an AGN clas-
sification. OC dots are more scattered because of their asso-
ciated lower intensities: this determine an important degener-
acy in the fit results, in particular for type 1 AGNs (blue cir-
cles) for which an higher number of components must be taken
into account. We excluded from our following analysis 45 tar-
gets (marked with red crosses in the figure) (ma mancano Lx
T13). For these sources, the SF nature highlighted by the BPT
diagrams, has been confirmed by the concomitance of red spec-
tra, low X-ray luminosities (i.e. <1042 erg/s), X-ray spectra (??).

1 Double peaked profiles could be associate both with biconical QSO
winds and binary AGNs; SDSS spectra do not allow a separation be-
tween the two classes of objects (see discussion in Yuan+16, Sec. 3.2)
and are therefore excluded.

We note that the exclusion of few targets above the theoretical
transitional curve is due to a conservative approach that takes
into account two considerations. The first one is related to the
possible stellar absorption feature contribute for those sources
for which low S/N spectra did not allow stellar features mod-
elling. The corrections for the balmer NC above mentioned re-
gard only ≈ 50% of the sample fitted with pPXF; nevertheless,
we used average corrections to estimate representative shifts in
the BPT diagram. These correspond to a downward shift of ≈ 0.2
in log[[OIII]5007/Hβ], and a left shift of ≈ 0.1 in log[[NII]/Hα].
We take into account these possible displacements for all type
1.9 and type 2 targets without good pPXF fit, for which we ex-
pect possible contribute of stellar absorption features. The sec-
ond consideration regards the error associated with each source
(see error bars in figures).

About 14 % of our targets have z> 0.4. For these targets it is
therefore not possible to use the BPT diagram because we have
only the OIII/Hβ ratio. However, these sources are generally as-
sociated with blue spectra, and 95% of them show unambiguous
BLR Hβ emission. For the remaining 5 % (4 targets) we ob-
served OIII/Hβ consistent with the average value observed for
the entire sample (log[OIII/Hβ]∼ 1), for both NC and, when
present, OC. We therefore confirm the AGN nature for all the
z>0.4 targets.

Summarizing, thanks to the BPT diagnostic coupled with a
visual inspection of the spectra and the available X-ray analysis,
we obtained a final sample of xxx AGNs (xx type 1, xx type 1.9,
xx type 2).

3.3. Unperturbed and Outflowing gas Electron Temperature

and Density

Electron density and electron temperature of AGN-driven out-
flow regions are largely unknown. These quantities are today im-
portant sources of uncertainties in outflow kinematic estimates
for the ionised phase traced by [OIII]λ5007. Carniani+2015
showed how these quantities enter in the determination of the
outflowing mass and, in consequence, of the mass rate, kinetic
and momentum energy. Here we report the Eq. (5) they derived
for the [OIII]λ5007 line:

M[OIII] = 1.7 × 103 mpCL[OIII]

10[O/H]−[O/H]⊙ j[OIII] < Ne >
, (1)

Mout
[OIII] ∝

L[OIII]

10[O/H]−[O/H]⊙ j[OIII] < Ne >
(2)

Ṁout ∝ MoutVout/R (3)

Ėout ∝ ṀoutV2
out (4)

Ṗout ∝ ṀoutVout (5)

where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
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of these AGN candidates, we used emission line diagnostics, as
illustrated in the next section.

We excluded from any further analysis 7 [OIII] double
peaked galaxies1, 5 red galaxies with high sky residuals at ≈
5000Å responsible for bad estimate of the S/N[OIII], and 6 galax-
ies with strong and complex stellar continuum in the proximity
of Hα region.

3.2. BPT emission line diagnostics

For 441 sources we detected BLR emission, which is an un-
ambiguous indicator for AGN presence in the host. Neverthe-
less, some of our targets show the concomitance of a stellar
continuum and BLR emission, indicating the presence of low-
luminosity AGN oriented so that we are viewing the BLR emis-
sion. In particular, 81 sources show a broad profile in the Hα and
not in the Hβ (see Fig. 2, central panel), i.e. are type 1.9 AGNs. In
the following, we distinguish between type 1 and type 1.9 AGN
candidates. Therefore, we used the optical diagnostic Baldwin-
Phillips-Terlevich diagram (BPT; Baldwin et al. 1981), which
employ two line flux ratios [OIII]5007/Hβ and [NII]/Hα, as a
further tool to investigate the nature of the ionizing sources of the
optical emission lines for such objects. Most importantly, BPT
diagnostic is also needful to understand the nature of the type 2
AGN candidates. Prior to compute the line flux ratios, we fitted
the stellar continuum using penalised pixel fitting (pPXF; Cap-
pellari+2004) and corrected the balmer line fluxes taking into
account the stellar features from the ppxf best-fit model. In fact,
underlying stellar absorption of the balmer lines are expected to
be not negligible in low-luminosity AGNs and to shape the emis-
sion line profile. To adopt the pPXF procedure for BL AGNs, a
window of 12000 km/s around the expected position of balmer
emission lines is excluded from the fit. Figure 3 shows two pPXF
best-fit models for a type 1.9 AGN and a type 2 AGN candidate
(orange curves in the top panels). In the bottom panels are shown
the results obtained from the multicomponent simultaneous fit
(red curves) and, in the insets, the excess in the balmer emission
lines found after the correction for the pPXF best-fit model. Ne
mostro solo una? con stesso stile di fig. 2 (mostrando lo spettro
intero e i due insets)? We found that the balmer stellar absorp-
tion features can actually determine underestimates, on average,
of ≈ 15 and ≈ 60% of the Hα and Hβ fluxes. In particular, as
expected, they affect only the narrow components.

Figure 4 shows the BPT diagrams obtained from our spec-
troscopic analysis, after the correction from stellar features, for
both NC (left) and OC (right). The lines drawn in the diagrams
correspond to the theoretical redshift-dependent curves (at z =
0) used to separate purely SF galaxies from galaxies containing
AGN (Eq. 1 of Kewley et al. 2013). For almost all the sources,
the systemic NC and the OC are consistent with an AGN clas-
sification. OC dots are more scattered because of their asso-
ciated lower intensities: this determine an important degener-
acy in the fit results, in particular for type 1 AGNs (blue cir-
cles) for which an higher number of components must be taken
into account. We excluded from our following analysis 45 tar-
gets (marked with red crosses in the figure) (ma mancano Lx
T13). For these sources, the SF nature highlighted by the BPT
diagrams, has been confirmed by the concomitance of red spec-
tra, low X-ray luminosities (i.e. <1042 erg/s), X-ray spectra (??).

1 Double peaked profiles could be associate both with biconical QSO
winds and binary AGNs; SDSS spectra do not allow a separation be-
tween the two classes of objects (see discussion in Yuan+16, Sec. 3.2)
and are therefore excluded.

We note that the exclusion of few targets above the theoretical
transitional curve is due to a conservative approach that takes
into account two considerations. The first one is related to the
possible stellar absorption feature contribute for those sources
for which low S/N spectra did not allow stellar features mod-
elling. The corrections for the balmer NC above mentioned re-
gard only ≈ 50% of the sample fitted with pPXF; nevertheless,
we used average corrections to estimate representative shifts in
the BPT diagram. These correspond to a downward shift of ≈ 0.2
in log[[OIII]5007/Hβ], and a left shift of ≈ 0.1 in log[[NII]/Hα].
We take into account these possible displacements for all type
1.9 and type 2 targets without good pPXF fit, for which we ex-
pect possible contribute of stellar absorption features. The sec-
ond consideration regards the error associated with each source
(see error bars in figures).

About 14 % of our targets have z> 0.4. For these targets it is
therefore not possible to use the BPT diagram because we have
only the OIII/Hβ ratio. However, these sources are generally as-
sociated with blue spectra, and 95% of them show unambiguous
BLR Hβ emission. For the remaining 5 % (4 targets) we ob-
served OIII/Hβ consistent with the average value observed for
the entire sample (log[OIII/Hβ]∼ 1), for both NC and, when
present, OC. We therefore confirm the AGN nature for all the
z>0.4 targets.

Summarizing, thanks to the BPT diagnostic coupled with a
visual inspection of the spectra and the available X-ray analysis,
we obtained a final sample of xxx AGNs (xx type 1, xx type 1.9,
xx type 2).

3.3. Unperturbed and Outflowing gas Electron Temperature

and Density

Electron density and electron temperature of AGN-driven out-
flow regions are largely unknown. These quantities are today im-
portant sources of uncertainties in outflow kinematic estimates
for the ionised phase traced by [OIII]λ5007. Carniani+2015
showed how these quantities enter in the determination of the
outflowing mass and, in consequence, of the mass rate, kinetic
and momentum energy. Here we report the Eq. (5) they derived
for the [OIII]λ5007 line:

M[OIII] = 1.7 × 103 mpCL[OIII]

10[O/H]−[O/H]⊙ j[OIII] < Ne >
, (1)

Mout
[OIII] ∝

L[OIII]

10[O/H]−[O/H]⊙ j[OIII] < Ne >
(2)

Ṁout ∝ MoutVout/R (3)

Ėout ∝ ṀoutV2
out (4)

Ṗout ∝ ṀoutVout (5)

where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
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of these AGN candidates, we used emission line diagnostics, as
illustrated in the next section.

We excluded from any further analysis 7 [OIII] double
peaked galaxies1, 5 red galaxies with high sky residuals at ≈
5000Å responsible for bad estimate of the S/N[OIII], and 6 galax-
ies with strong and complex stellar continuum in the proximity
of Hα region.

3.2. BPT emission line diagnostics

For 441 sources we detected BLR emission, which is an un-
ambiguous indicator for AGN presence in the host. Neverthe-
less, some of our targets show the concomitance of a stellar
continuum and BLR emission, indicating the presence of low-
luminosity AGN oriented so that we are viewing the BLR emis-
sion. In particular, 81 sources show a broad profile in the Hα and
not in the Hβ (see Fig. 2, central panel), i.e. are type 1.9 AGNs. In
the following, we distinguish between type 1 and type 1.9 AGN
candidates. Therefore, we used the optical diagnostic Baldwin-
Phillips-Terlevich diagram (BPT; Baldwin et al. 1981), which
employ two line flux ratios [OIII]5007/Hβ and [NII]/Hα, as a
further tool to investigate the nature of the ionizing sources of the
optical emission lines for such objects. Most importantly, BPT
diagnostic is also needful to understand the nature of the type 2
AGN candidates. Prior to compute the line flux ratios, we fitted
the stellar continuum using penalised pixel fitting (pPXF; Cap-
pellari+2004) and corrected the balmer line fluxes taking into
account the stellar features from the ppxf best-fit model. In fact,
underlying stellar absorption of the balmer lines are expected to
be not negligible in low-luminosity AGNs and to shape the emis-
sion line profile. To adopt the pPXF procedure for BL AGNs, a
window of 12000 km/s around the expected position of balmer
emission lines is excluded from the fit. Figure 3 shows two pPXF
best-fit models for a type 1.9 AGN and a type 2 AGN candidate
(orange curves in the top panels). In the bottom panels are shown
the results obtained from the multicomponent simultaneous fit
(red curves) and, in the insets, the excess in the balmer emission
lines found after the correction for the pPXF best-fit model. Ne
mostro solo una? con stesso stile di fig. 2 (mostrando lo spettro
intero e i due insets)? We found that the balmer stellar absorp-
tion features can actually determine underestimates, on average,
of ≈ 15 and ≈ 60% of the Hα and Hβ fluxes. In particular, as
expected, they affect only the narrow components.

Figure 4 shows the BPT diagrams obtained from our spec-
troscopic analysis, after the correction from stellar features, for
both NC (left) and OC (right). The lines drawn in the diagrams
correspond to the theoretical redshift-dependent curves (at z =
0) used to separate purely SF galaxies from galaxies containing
AGN (Eq. 1 of Kewley et al. 2013). For almost all the sources,
the systemic NC and the OC are consistent with an AGN clas-
sification. OC dots are more scattered because of their asso-
ciated lower intensities: this determine an important degener-
acy in the fit results, in particular for type 1 AGNs (blue cir-
cles) for which an higher number of components must be taken
into account. We excluded from our following analysis 45 tar-
gets (marked with red crosses in the figure) (ma mancano Lx
T13). For these sources, the SF nature highlighted by the BPT
diagrams, has been confirmed by the concomitance of red spec-
tra, low X-ray luminosities (i.e. <1042 erg/s), X-ray spectra (??).

1 Double peaked profiles could be associate both with biconical QSO
winds and binary AGNs; SDSS spectra do not allow a separation be-
tween the two classes of objects (see discussion in Yuan+16, Sec. 3.2)
and are therefore excluded.

We note that the exclusion of few targets above the theoretical
transitional curve is due to a conservative approach that takes
into account two considerations. The first one is related to the
possible stellar absorption feature contribute for those sources
for which low S/N spectra did not allow stellar features mod-
elling. The corrections for the balmer NC above mentioned re-
gard only ≈ 50% of the sample fitted with pPXF; nevertheless,
we used average corrections to estimate representative shifts in
the BPT diagram. These correspond to a downward shift of ≈ 0.2
in log[[OIII]5007/Hβ], and a left shift of ≈ 0.1 in log[[NII]/Hα].
We take into account these possible displacements for all type
1.9 and type 2 targets without good pPXF fit, for which we ex-
pect possible contribute of stellar absorption features. The sec-
ond consideration regards the error associated with each source
(see error bars in figures).

About 14 % of our targets have z> 0.4. For these targets it is
therefore not possible to use the BPT diagram because we have
only the OIII/Hβ ratio. However, these sources are generally as-
sociated with blue spectra, and 95% of them show unambiguous
BLR Hβ emission. For the remaining 5 % (4 targets) we ob-
served OIII/Hβ consistent with the average value observed for
the entire sample (log[OIII/Hβ]∼ 1), for both NC and, when
present, OC. We therefore confirm the AGN nature for all the
z>0.4 targets.

Summarizing, thanks to the BPT diagnostic coupled with a
visual inspection of the spectra and the available X-ray analysis,
we obtained a final sample of xxx AGNs (xx type 1, xx type 1.9,
xx type 2).

3.3. Unperturbed and Outflowing gas Electron Temperature

and Density

Electron density and electron temperature of AGN-driven out-
flow regions are largely unknown. These quantities are today im-
portant sources of uncertainties in outflow kinematic estimates
for the ionised phase traced by [OIII]λ5007. Carniani+2015
showed how these quantities enter in the determination of the
outflowing mass and, in consequence, of the mass rate, kinetic
and momentum energy. Here we report the Eq. (5) they derived
for the [OIII]λ5007 line:

M[OIII] = 1.7 × 103 mpCL[OIII]

10[O/H]−[O/H]⊙ j[OIII] < Ne >
, (1)

Mout
[OIII] ∝

L[OIII]

10[O/H]−[O/H]⊙ j[OIII] < Ne >
(2)

Ṁout ∝ MoutVout/R (3)

Ėout ∝ ṀoutV2
out (4)

Ṗout ∝ ṀoutVout (5)

where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
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Ṗout ≈ Lbol/c [Ionised out f lows] (8)

Ṗout ≈ 20Lbol/c [Molecular out f lows] (9)

where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
of three if the temperature if wrongly assumed2. More impor-
tantly, the outflow mass show an inverse proportionality to the
electron density. Outflow energetics are usually derived assum-
ing given values for electron temperature and density. While a
general consensus is found for a Te = 104 K (e.g., Harrison+14;
...), several values are used for the electron density: for example,
Cano-Diaz+12 assumed 1000 cm3, Carniani+15 500 cm3 and
Cresci+15 100 cm3.

Few diagnostic ratios involving forbidden lines can be used
to derive these properties in regions with densities � 104 cm−3

(depending on the critical density of the involved forbidden tran-
sitions). In particular, [SII]λλ6716,6731, [OIII] and [NII] diag-
nostics are pontentially usefull to measure Ne and Te because
of their optical wavelengths3. Unfortunately, the faintness of the
involved emission lines (in particular, OIII4363 and NII5755)
make difficult the measure of these quantities. The fact that the
OC are generally fainter that the NLR ones, makes further dif-
ficult to derive such diagnostic informations. Only for a handful
of previous studies it was possible to derive, although with large
uncertainties, these quantities. These works are generally based
on single luminous targets (e.g., Perna+15;Brusa+16) or, in the
best cases, on small number of sources (e.g., Westmoquette+12)
or staked spectra (Harrison+12). These few results, that pointed
to large ranges of values for the electron densities, from ≈ 102 to
> 103 (see, e.g., Perna+15 ; Rodriguez-Zaurin+13), at the origin
of the variety of assumed Ne values in literature. To the best of
our knowledge, the electron temperature has been derived only
for 6 targets (Brusa+16;Villar-Martin+14;Nesvadba+08), with
Te ≈ 1.5 × 104 K.

Taking advantage of the large sample collected, we analysed
the spectra to constrain, as best we can, these quantities for both
the unperturbed and outflowing gas.

3.3.1. The [SII] density-sensive ratio

The electron density of the systemic component can be ob-
tained through the [SII]λλ6716,6731 doublet ratio (R[S II] =
F(λ6716)/F(λ6731); Osterbrock 1989). We measured the NLR
R[S II] for all AGNs with no severe and ambiguous blending with
Hα BLR emission (see, e.g., the third row of Fig. fitspettri) and,
more importantly, without outflows revealed in simultaneous fits.
In fact, when broad OC components are revealed, the doublet
lines are usually severely blended, and in general the fitting pro-
cedure does not give unambiguous results. From this sample we
obtained the distribution shown in Fig 5, left (grey histogram).
2 [OIII]λ5007 emissivity from PyNeb (Luridiana+15):
j(Te = 104K,Ne = 102cm−3) ≈ j(Te = 104K,Ne = 103cm−3) ≈ 3.5 ×
10−21 erg/s cm3;
j(Te = 2 × 104K,Ne = 102cm−3) ≈ j(Te = 2 × 104K,Ne = 103cm−3) ≈
1.2 × 10−21 erg/s cm3.
3 [OII]λ3727 diagnostic cannot be applied in AGNs because of the
blending due to its two components line width, generally larger or com-
parable with their wavelength separation (2.8Å)

We note that the wing to lower ratios is due only to the higher
z sources in the sample. Their lower S/N spectra (see Fig. 1), can
easily explain the observed broad distribution through degrading
fit results.

To study the electron density of the outflowing regions, we
have focused our analysis on those AGNs with the simplest spec-
tral profiles (i.e. only two kinematic components revealed by the
fit of the [OIII] lines, well defined [SII] wings) and, as before,
without strong blending with BC. Although the large number of
targets with intense [SII] emission, only 28 targets satisfy the
above mentioned conditions. The fitted spectra are shown in fig.
xx. From this sample, we computed the R[S II] for both NC and
OC. The NC R[S II] distribution (fig 5, left black curve) has a
smaller spread when compared with that of the AGN sample
without OC components, because of the particular selection. The
OC R[S II] distribution (blue area) cover a larger range of values,
but is unambiguously shifted to lower ratios.

The SII ratio is related to the electron density through the
equation,

F(λ6716)/F(λ6731) = 1.49
1 + 3.77x
1 + 12.8x

, (10)

where x= 0.01 Ne/
√

Te is the term related to the collisional
de-excitation rate, and explicit the dependence on the electron
temperature. Methods to determine the electron Temperature
uses sensitive line ratios such as [OIII]λλ4959,5007 and [OIII]λ
(R[OIII] diagnostic), or [NII]λλ6550,6585 and [NII]λ5755 (R[NII]
diagnostic). However, as mentioned before, Te is generally not
estimated because of the faintness of the involved emission lines
(i.e., [OIII]λ and [NII]λ5755). In the best scenario, for each tar-
get for with we derived a [SII] ratio, we should associate also an
electron temperature to derive the relative Ne. Unfortunately, sig-
nificant emission (i.e. S/N > 5) in the OIII4363 and/or NII5755
regions is detected only for a small fraction of the AGN sam-
ple (see below). Therefore, we choose to follow a statistical ap-
proach to try to derive the average electron temperature.

3.3.2. The [OIII] temperature-sensitive ratio

We selected 44 sources with well detected [OIII]λ4363 (S/N>5)
that is not affected from the contamination by Hγ4342 BLR
emission. We fitted simultaneously the two lines. For all targets
we imposed the same systemics, widths and sets of gaussian
components as obtained from the simultaneous fit in the Hα-
and Hβ-regions. To additionally reduce the degeneracy in the
fit results for such faint emission lines, we choose to not anal-
yse the sources with S/N<10 that showed evidences of outflows
in the brighter emission lines (e.g., [OIII]λ5007). This reduced
the sample to 18 targets: 10 ( S/N>5) sources fitted with a NC,
8 (S/N≥10) sources fitted with NC+OC. The ratio distributions
for both the NC and OC components are shown in Fig. 5, right
(black and blue shaded areas, respectively).

We note that the R[OIII](OC) distribution is located closely
around the median position of the that of R[OIII](NC). This could
suggest that, on average, NC and OC share similar electron tem-
peratures. Given that the samples are really small to point to-
ward any conclusion, we tested this hypotesis using the 26 tar-
gets previously discarted, i.e. those sources with 5<S/N<10 and
evidence of outflow. If we assume the same temperature for both
outflowing and systemic ionized gas, the amplitude fractions
OC/NC should be the same in [OIII]λ5007 and [OIII]λ4363. We
fitted the emission lines with this additional constrain. The fit re-
sults are shown in fig. 6. The first four rows show the 10 targets
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Ėout ≈ 1 − 5%Lbol [Molecular out f lows] (8)

Ṗout ≈ Lbol/c [Ionised out f lows] (9)

Ṗout ≈ 10 − 50 Lbol/c [Molecular out f lows] (10)

where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
of three if the temperature if wrongly assumed2. More impor-
tantly, the outflow mass show an inverse proportionality to the
electron density. Outflow energetics are usually derived assum-
ing given values for electron temperature and density. While a
general consensus is found for a Te = 104 K (e.g., Harrison+14;
...), several values are used for the electron density: for example,
Cano-Diaz+12 assumed 1000 cm3, Carniani+15 500 cm3 and
Cresci+15 100 cm3.

Few diagnostic ratios involving forbidden lines can be used
to derive these properties in regions with densities � 104 cm−3

(depending on the critical density of the involved forbidden tran-
sitions). In particular, [SII]λλ6716,6731, [OIII] and [NII] diag-
nostics are pontentially usefull to measure Ne and Te because
of their optical wavelengths3. Unfortunately, the faintness of the
involved emission lines (in particular, OIII4363 and NII5755)
make difficult the measure of these quantities. The fact that the
OC are generally fainter that the NLR ones, makes further dif-
ficult to derive such diagnostic informations. Only for a handful
of previous studies it was possible to derive, although with large
uncertainties, these quantities. These works are generally based
on single luminous targets (e.g., Perna+15;Brusa+16) or, in the
best cases, on small number of sources (e.g., Westmoquette+12)
or staked spectra (Harrison+12). These few results, that pointed
to large ranges of values for the electron densities, from ≈ 102 to
> 103 (see, e.g., Perna+15 ; Rodriguez-Zaurin+13), at the origin
of the variety of assumed Ne values in literature. To the best of
our knowledge, the electron temperature has been derived only
for 6 targets (Brusa+16;Villar-Martin+14;Nesvadba+08), with
Te ≈ 1.5 × 104 K.

Taking advantage of the large sample collected, we analysed
the spectra to constrain, as best we can, these quantities for both
the unperturbed and outflowing gas.

3.3.1. The [SII] density-sensive ratio

The electron density of the systemic component can be ob-
tained through the [SII]λλ6716,6731 doublet ratio (R[S II] =
F(λ6716)/F(λ6731); Osterbrock 1989). We measured the NLR
R[S II] for all AGNs with no severe and ambiguous blending with
Hα BLR emission (see, e.g., the third row of Fig. fitspettri) and,
more importantly, without outflows revealed in simultaneous fits.
2 [OIII]λ5007 emissivity from PyNeb (Luridiana+15):
j(Te = 104K,Ne = 102cm−3) ≈ j(Te = 104K,Ne = 103cm−3) ≈ 3.5 ×
10−21 erg/s cm3;
j(Te = 2 × 104K,Ne = 102cm−3) ≈ j(Te = 2 × 104K,Ne = 103cm−3) ≈
1.2 × 10−21 erg/s cm3.
3 [OII]λ3727 diagnostic cannot be applied in AGNs because of the
blending due to its two components line width, generally larger or com-
parable with their wavelength separation (2.8Å)

In fact, when broad OC components are revealed, the doublet
lines are usually severely blended, and in general the fitting pro-
cedure does not give unambiguous results. From this sample we
obtained the distribution shown in Fig 5, left (grey histogram).

We note that the wing to lower ratios is due only to the higher
z sources in the sample. Their lower S/N spectra (see Fig. 1), can
easily explain the observed broad distribution through degrading
fit results.

To study the electron density of the outflowing regions, we
have focused our analysis on those AGNs with the simplest spec-
tral profiles (i.e. only two kinematic components revealed by the
fit of the [OIII] lines, well defined [SII] wings) and, as before,
without strong blending with BC. Although the large number of
targets with intense [SII] emission, only 28 targets satisfy the
above mentioned conditions. The fitted spectra are shown in fig.
xx. From this sample, we computed the R[S II] for both NC and
OC. The NC R[S II] distribution (fig 5, left black curve) has a
smaller spread when compared with that of the AGN sample
without OC components, because of the particular selection. The
OC R[S II] distribution (blue area) cover a larger range of values,
but is unambiguously shifted to lower ratios.

The SII ratio is related to the electron density through the
equation,

F(λ6716)/F(λ6731) = 1.49
1 + 3.77x
1 + 12.8x

, (11)

where x= 0.01 Ne/
√

Te is the term related to the collisional
de-excitation rate, and explicit the dependence on the electron
temperature. Methods to determine the electron Temperature
uses sensitive line ratios such as [OIII]λλ4959,5007 and [OIII]λ
(R[OIII] diagnostic), or [NII]λλ6550,6585 and [NII]λ5755 (R[NII]
diagnostic). However, as mentioned before, Te is generally not
estimated because of the faintness of the involved emission lines
(i.e., [OIII]λ and [NII]λ5755). In the best scenario, for each tar-
get for with we derived a [SII] ratio, we should associate also an
electron temperature to derive the relative Ne. Unfortunately, sig-
nificant emission (i.e. S/N > 5) in the OIII4363 and/or NII5755
regions is detected only for a small fraction of the AGN sam-
ple (see below). Therefore, we choose to follow a statistical ap-
proach to try to derive the average electron temperature.

3.3.2. The [OIII] temperature-sensitive ratio

We selected 44 sources with well detected [OIII]λ4363 (S/N>5)
that is not affected from the contamination by Hγ4342 BLR
emission. We fitted simultaneously the two lines. For all targets
we imposed the same systemics, widths and sets of gaussian
components as obtained from the simultaneous fit in the Hα-
and Hβ-regions. To additionally reduce the degeneracy in the
fit results for such faint emission lines, we choose to not anal-
yse the sources with S/N<10 that showed evidences of outflows
in the brighter emission lines (e.g., [OIII]λ5007). This reduced
the sample to 18 targets: 10 ( S/N>5) sources fitted with a NC,
8 (S/N≥10) sources fitted with NC+OC. The ratio distributions
for both the NC and OC components are shown in Fig. 5, right
(black and blue shaded areas, respectively).

We note that the R[OIII](OC) distribution is located closely
around the median position of the that of R[OIII](NC). This could
suggest that, on average, NC and OC share similar electron tem-
peratures. Given that the samples are really small to point to-
ward any conclusion, we tested this hypotesis using the 26 tar-
gets previously discarted, i.e. those sources with 5<S/N<10 and
evidence of outflow. If we assume the same temperature for both
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where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
of three if the temperature if wrongly assumed2. More impor-
tantly, the outflow mass show an inverse proportionality to the
electron density. Outflow energetics are usually derived assum-
ing given values for electron temperature and density. While a
general consensus is found for a Te = 104 K (e.g., Harrison+14;
...), several values are used for the electron density: for example,
Cano-Diaz+12 assumed 1000 cm3, Carniani+15 500 cm3 and
Cresci+15 100 cm3.

Few diagnostic ratios involving forbidden lines can be used
to derive these properties in regions with densities � 104 cm−3

(depending on the critical density of the involved forbidden tran-
sitions). In particular, [SII]λλ6716,6731, [OIII] and [NII] diag-
nostics are pontentially usefull to measure Ne and Te because
of their optical wavelengths3. Unfortunately, the faintness of the
involved emission lines (in particular, OIII4363 and NII5755)
make difficult the measure of these quantities. The fact that the
OC are generally fainter that the NLR ones, makes further dif-
ficult to derive such diagnostic informations. Only for a handful
of previous studies it was possible to derive, although with large
uncertainties, these quantities. These works are generally based
on single luminous targets (e.g., Perna+15;Brusa+16) or, in the
best cases, on small number of sources (e.g., Westmoquette+12)
or staked spectra (Harrison+12). These few results, that pointed
to large ranges of values for the electron densities, from ≈ 102 to
> 103 (see, e.g., Perna+15 ; Rodriguez-Zaurin+13), at the origin
of the variety of assumed Ne values in literature. To the best of
our knowledge, the electron temperature has been derived only
for 6 targets (Brusa+16;Villar-Martin+14;Nesvadba+08), with
Te ≈ 1.5 × 104 K.

Taking advantage of the large sample collected, we analysed
the spectra to constrain, as best we can, these quantities for both
the unperturbed and outflowing gas.

3.3.1. The [SII] density-sensive ratio

The electron density of the systemic component can be ob-
tained through the [SII]λλ6716,6731 doublet ratio (R[S II] =
F(λ6716)/F(λ6731); Osterbrock 1989). We measured the NLR
R[S II] for all AGNs with no severe and ambiguous blending with
Hα BLR emission (see, e.g., the third row of Fig. fitspettri) and,
more importantly, without outflows revealed in simultaneous fits.
2 [OIII]λ5007 emissivity from PyNeb (Luridiana+15):
j(Te = 104K,Ne = 102cm−3) ≈ j(Te = 104K,Ne = 103cm−3) ≈ 3.5 ×
10−21 erg/s cm3;
j(Te = 2 × 104K,Ne = 102cm−3) ≈ j(Te = 2 × 104K,Ne = 103cm−3) ≈
1.2 × 10−21 erg/s cm3.
3 [OII]λ3727 diagnostic cannot be applied in AGNs because of the
blending due to its two components line width, generally larger or com-
parable with their wavelength separation (2.8Å)

In fact, when broad OC components are revealed, the doublet
lines are usually severely blended, and in general the fitting pro-
cedure does not give unambiguous results. From this sample we
obtained the distribution shown in Fig 5, left (grey histogram).

We note that the wing to lower ratios is due only to the higher
z sources in the sample. Their lower S/N spectra (see Fig. 1), can
easily explain the observed broad distribution through degrading
fit results.

To study the electron density of the outflowing regions, we
have focused our analysis on those AGNs with the simplest spec-
tral profiles (i.e. only two kinematic components revealed by the
fit of the [OIII] lines, well defined [SII] wings) and, as before,
without strong blending with BC. Although the large number of
targets with intense [SII] emission, only 28 targets satisfy the
above mentioned conditions. The fitted spectra are shown in fig.
xx. From this sample, we computed the R[S II] for both NC and
OC. The NC R[S II] distribution (fig 5, left black curve) has a
smaller spread when compared with that of the AGN sample
without OC components, because of the particular selection. The
OC R[S II] distribution (blue area) cover a larger range of values,
but is unambiguously shifted to lower ratios.

The SII ratio is related to the electron density through the
equation,

F(λ6716)/F(λ6731) = 1.49
1 + 3.77x
1 + 12.8x

, (11)

where x= 0.01 Ne/
√

Te is the term related to the collisional
de-excitation rate, and explicit the dependence on the electron
temperature. Methods to determine the electron Temperature
uses sensitive line ratios such as [OIII]λλ4959,5007 and [OIII]λ
(R[OIII] diagnostic), or [NII]λλ6550,6585 and [NII]λ5755 (R[NII]
diagnostic). However, as mentioned before, Te is generally not
estimated because of the faintness of the involved emission lines
(i.e., [OIII]λ and [NII]λ5755). In the best scenario, for each tar-
get for with we derived a [SII] ratio, we should associate also an
electron temperature to derive the relative Ne. Unfortunately, sig-
nificant emission (i.e. S/N > 5) in the OIII4363 and/or NII5755
regions is detected only for a small fraction of the AGN sam-
ple (see below). Therefore, we choose to follow a statistical ap-
proach to try to derive the average electron temperature.

3.3.2. The [OIII] temperature-sensitive ratio

We selected 44 sources with well detected [OIII]λ4363 (S/N>5)
that is not affected from the contamination by Hγ4342 BLR
emission. We fitted simultaneously the two lines. For all targets
we imposed the same systemics, widths and sets of gaussian
components as obtained from the simultaneous fit in the Hα-
and Hβ-regions. To additionally reduce the degeneracy in the
fit results for such faint emission lines, we choose to not anal-
yse the sources with S/N<10 that showed evidences of outflows
in the brighter emission lines (e.g., [OIII]λ5007). This reduced
the sample to 18 targets: 10 ( S/N>5) sources fitted with a NC,
8 (S/N≥10) sources fitted with NC+OC. The ratio distributions
for both the NC and OC components are shown in Fig. 5, right
(black and blue shaded areas, respectively).

We note that the R[OIII](OC) distribution is located closely
around the median position of the that of R[OIII](NC). This could
suggest that, on average, NC and OC share similar electron tem-
peratures. Given that the samples are really small to point to-
ward any conclusion, we tested this hypotesis using the 26 tar-
gets previously discarted, i.e. those sources with 5<S/N<10 and
evidence of outflow. If we assume the same temperature for both
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of these AGN candidates, we used emission line diagnostics, as
illustrated in the next section.

We excluded from any further analysis 7 [OIII] double
peaked galaxies1, 5 red galaxies with high sky residuals at ≈
5000Å responsible for bad estimate of the S/N[OIII], and 6 galax-
ies with strong and complex stellar continuum in the proximity
of Hα region.

3.2. BPT emission line diagnostics

For 441 sources we detected BLR emission, which is an un-
ambiguous indicator for AGN presence in the host. Neverthe-
less, some of our targets show the concomitance of a stellar
continuum and BLR emission, indicating the presence of low-
luminosity AGN oriented so that we are viewing the BLR emis-
sion. In particular, 81 sources show a broad profile in the Hα and
not in the Hβ (see Fig. 2, central panel), i.e. are type 1.9 AGNs. In
the following, we distinguish between type 1 and type 1.9 AGN
candidates. Therefore, we used the optical diagnostic Baldwin-
Phillips-Terlevich diagram (BPT; Baldwin et al. 1981), which
employ two line flux ratios [OIII]5007/Hβ and [NII]/Hα, as a
further tool to investigate the nature of the ionizing sources of the
optical emission lines for such objects. Most importantly, BPT
diagnostic is also needful to understand the nature of the type 2
AGN candidates. Prior to compute the line flux ratios, we fitted
the stellar continuum using penalised pixel fitting (pPXF; Cap-
pellari+2004) and corrected the balmer line fluxes taking into
account the stellar features from the ppxf best-fit model. In fact,
underlying stellar absorption of the balmer lines are expected to
be not negligible in low-luminosity AGNs and to shape the emis-
sion line profile. To adopt the pPXF procedure for BL AGNs, a
window of 12000 km/s around the expected position of balmer
emission lines is excluded from the fit. Figure 3 shows two pPXF
best-fit models for a type 1.9 AGN and a type 2 AGN candidate
(orange curves in the top panels). In the bottom panels are shown
the results obtained from the multicomponent simultaneous fit
(red curves) and, in the insets, the excess in the balmer emission
lines found after the correction for the pPXF best-fit model. Ne
mostro solo una? con stesso stile di fig. 2 (mostrando lo spettro
intero e i due insets)? We found that the balmer stellar absorp-
tion features can actually determine underestimates, on average,
of ≈ 15 and ≈ 60% of the Hα and Hβ fluxes. In particular, as
expected, they affect only the narrow components.

Figure 4 shows the BPT diagrams obtained from our spec-
troscopic analysis, after the correction from stellar features, for
both NC (left) and OC (right). The lines drawn in the diagrams
correspond to the theoretical redshift-dependent curves (at z =
0) used to separate purely SF galaxies from galaxies containing
AGN (Eq. 1 of Kewley et al. 2013). For almost all the sources,
the systemic NC and the OC are consistent with an AGN clas-
sification. OC dots are more scattered because of their asso-
ciated lower intensities: this determine an important degener-
acy in the fit results, in particular for type 1 AGNs (blue cir-
cles) for which an higher number of components must be taken
into account. We excluded from our following analysis 45 tar-
gets (marked with red crosses in the figure) (ma mancano Lx
T13). For these sources, the SF nature highlighted by the BPT
diagrams, has been confirmed by the concomitance of red spec-
tra, low X-ray luminosities (i.e. <1042 erg/s), X-ray spectra (??).

1 Double peaked profiles could be associate both with biconical QSO
winds and binary AGNs; SDSS spectra do not allow a separation be-
tween the two classes of objects (see discussion in Yuan+16, Sec. 3.2)
and are therefore excluded.

We note that the exclusion of few targets above the theoretical
transitional curve is due to a conservative approach that takes
into account two considerations. The first one is related to the
possible stellar absorption feature contribute for those sources
for which low S/N spectra did not allow stellar features mod-
elling. The corrections for the balmer NC above mentioned re-
gard only ≈ 50% of the sample fitted with pPXF; nevertheless,
we used average corrections to estimate representative shifts in
the BPT diagram. These correspond to a downward shift of ≈ 0.2
in log[[OIII]5007/Hβ], and a left shift of ≈ 0.1 in log[[NII]/Hα].
We take into account these possible displacements for all type
1.9 and type 2 targets without good pPXF fit, for which we ex-
pect possible contribute of stellar absorption features. The sec-
ond consideration regards the error associated with each source
(see error bars in figures).

About 14 % of our targets have z> 0.4. For these targets it is
therefore not possible to use the BPT diagram because we have
only the OIII/Hβ ratio. However, these sources are generally as-
sociated with blue spectra, and 95% of them show unambiguous
BLR Hβ emission. For the remaining 5 % (4 targets) we ob-
served OIII/Hβ consistent with the average value observed for
the entire sample (log[OIII/Hβ]∼ 1), for both NC and, when
present, OC. We therefore confirm the AGN nature for all the
z>0.4 targets.

Summarizing, thanks to the BPT diagnostic coupled with a
visual inspection of the spectra and the available X-ray analysis,
we obtained a final sample of xxx AGNs (xx type 1, xx type 1.9,
xx type 2).

3.3. Unperturbed and Outflowing gas Electron Temperature

and Density

Electron density and electron temperature of AGN-driven out-
flow regions are largely unknown. These quantities are today im-
portant sources of uncertainties in outflow kinematic estimates
for the ionised phase traced by [OIII]λ5007. Carniani+2015
showed how these quantities enter in the determination of the
outflowing mass and, in consequence, of the mass rate, kinetic
and momentum energy. Here we report the Eq. (5) they derived
for the [OIII]λ5007 line:

M[OIII] = 1.7 × 103 mpCL[OIII]

10[O/H]−[O/H]⊙ j[OIII] < Ne >
, (1)

Mout
[OIII] ∝

L[OIII]

10[O/H]−[O/H]⊙ j[OIII] < Ne >
(2)

Ṁout ∝ MoutVout/R (3)

Ėout ∝ ṀoutV2
out (4)

Ṗout ∝ ṀoutVout (5)

Ṁout ∝ L0.5
bol (6)

Ėout ≈ 0.05 − 0.1% Lbol [Ionised out f lows] (7)
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• To derive outflow energetics, several critical assumptions are 
required, making the comparison with model predictions very 
difficult. 

Assumptions are usually required for 

• the metallicity term (see Perna+15)

• the emissivity j, weakly dependent on Ne and Te in the outflowing 
regions  

• the average Ne  

ionized mass outflow

(see, e.g., Cano-Diaz+12; Carniani+15; Cresci+15) 

0.2. OPTICAL SPECTRA 13

Therefore we can conclude that an electron density of 109 cm−3 could be a rought estimate for
the electron density of the broad-line gas.

Ionized gas Temperature

The [O III]λ5007 line is seen in the spectrum of almost all AGNs. The combination with
[OIII]λ4363 can be used to determine temperatures in low-density gas (i.e., Ne < 104 cm−3; see
Appendix). Temperatures of 12‘000-25‘000 K have been derived for few local sources (Koski
et al. 1978; OsterbrockFerland2006). With the advent of SDSS survey, such values have been
confirmed also for larger samples (Xu et al. 2007; Zhang et al. 2013; Vaona et al. 2012), with
average electron temperature of ∼ 15000 K.

There is no direct information on the temperature in the broad-line gas: no straightforward
temperature diagnostics are found from permitted lines. However, an upper limit can be set
thanks to the observed FeII emission lines, which indicate T< 35‘000 K. In fact, assuming
an electron density of 109 cm−3, the Saha equation predict that the iron would be complitely
collisionally ionized to FeIII for higher temperatures.

These temperatures give strong observational evidence that the main source of energy imput
is by photoinization. The only other plausible energy input mechanism is the shock wave heating
that, requiring much higher temperatures (T> 5× 105 K), is ruled out.

Ionized gas Mass and Size

We may estimate the mass and the size of the emitting gas starting from the luminosity of
prominent emission lines. The luminosity emitted by the recombination line Hβ and the for-
bidden [OIII]λ5007 are generally used to derive such quantities, because they are the strongest
lines in AGN spectra and do not suffer for particular blending problems. The ionized gass mass
can be obtained from the [OIII] luminoisity using the equation

Mion([OIII]) = 1.7× 103
mpCL[OIII]

10[O/H−[O/H]⊙j[OIII] < Ne >
M⊙, (4)

where C =< Ne >2 / < N2
e >≈ 1, L[OIII] is the [OIII] luminosity, mp is the proton mass,

and [O/H − [O/H]⊙ is the metallicity relative to solar. Note that the gas mass is sensitive to
temperature and density of the gas, but also to the abundance.

A similar equation can be derived for the Hβ luminosity,

Mion(Hβ) ≈ 0.8
mpCLHβ

jHβ < Ne >
M⊙ (5)

where LHβ is the Hβ luminosity and jHβ is the emissivity. Balmer emission is a better tracer
because do not depends on the metallicity. We may visualize the ionized emitting region
responsible for the narrow-emission gas assuming a spherical distribution and typical plasma
properties from Eq. 5, i.e. without any assumption regarding the metallicity: Mion ≈ 107 M⊙
and R ≈ 1 kpc. The integral derivation of the two equations and the derived quantities can be
found in the Appendix.

From this computation we derived typical values for the extension of the narrow-line gas.
Such extensions have been confirmed by long-slit spectroscopy (Hainline14) and integral field
unit studies (McElroy15). This gas can not be under the gravitational influence of the central
black hole and is therefore the part of the host galaxy interstellar medium photoionized by the
AGN. The velocity widths of such emission lines are, in fact, similar to those of the stellar
absorption lines (refe). Due to the geometry of obscuring medium, or torus, the photoionized
region usually manifests itself as an ionization cone (Malkan et al. 1998;); however, the different
configuration do not determin substantial changes in the physical quantities derived above.
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• Different assumptions for Ne and Te are used in the literature to 
derive mass outflow, mostly based on few estimates.

Ne measurements ( assuming Te=10'000 K ) : 
Rodriguez-Zaurin+13 ( Ne > 4'000  cm-3 ) 
Harrison+12 ( Ne =  500  cm-3   [ ULIRGs staked spectrum] ) 
Harrison+14; Westmoquette+12 ( Ne =  200-1000 cm-3  )
Genzel+14  ( Ne =   80  cm-3  [ SF-ionized gas ] )
Perna+15  (  Ne = 120  cm-3    [ single obj ] )  
...

Ne + Te measurements 
Brusa, MP+16  ( Ne = 780 cm-3 ;  Te = 13'000  [ single obj ] )
Villar Martin+14 ( Ne = 800-3’200 cm-3 ; Te ≈ 16'000  [ 4 obj ] )
Nesvadba+08    ( Ne = 500 cm-3 ; Te ≈ 11'000 K  [ single obj ] )

electron density and 
temperature Assumptions
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• Plasma diagnostics can be used to derive outflow Te and Ne (Osterbrock & 
Ferland 2006), but great challenges preclude their adoption.

electron density and 
temperature Assumptions
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M. Perna et al.: An X-ray/SDSS sample: outflowing gas Electron Temperature and Density

Ėout ≈ 0.1 − 5% Lbol [Molecular out f lows] (8)

Ṗout ≈ Lbol/c [Ionised out f lows] (9)

Ṗout ≈ 10 − 50 Lbol/c [Molecular out f lows] (10)

where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
of three if the temperature if wrongly assumed2. More impor-
tantly, the outflow mass show an inverse proportionality to the
electron density. Outflow energetics are usually derived assum-
ing given values for electron temperature and density. While a
general consensus is found for a Te = 104 K (e.g., Harrison+14;
...), several values are used for the electron density: for example,
Cano-Diaz+12 assumed 1000 cm3, Carniani+15 500 cm3 and
Cresci+15 100 cm3.

Few diagnostic ratios involving forbidden lines can be used
to derive these properties in regions with densities � 104 cm−3

(depending on the critical density of the involved forbidden tran-
sitions). In particular, [SII]λλ6716,6731, [OIII] and [NII] diag-
nostics are pontentially usefull to measure Ne and Te because
of their optical wavelengths3. Unfortunately, the faintness of the
involved emission lines (in particular, OIII4363 and NII5755)
make difficult the measure of these quantities. The fact that the
OC are generally fainter that the NLR ones, makes further dif-
ficult to derive such diagnostic informations. Only for a handful
of previous studies it was possible to derive, although with large
uncertainties, these quantities. These works are generally based
on single luminous targets (e.g., Perna+15;Brusa+16) or, in the
best cases, on small number of sources (e.g., Westmoquette+12)
or staked spectra (Harrison+12). These few results, that pointed
to large ranges of values for the electron densities, from ≈ 102 to
> 103 (see, e.g., Perna+15 ; Rodriguez-Zaurin+13), at the origin
of the variety of assumed Ne values in literature. To the best of
our knowledge, the electron temperature has been derived only
for 6 targets (Brusa+16;Villar-Martin+14;Nesvadba+08), with
Te ≈ 1.5 × 104 K.

Taking advantage of the large sample collected, we analysed
the spectra to constrain, as best we can, these quantities for both
the unperturbed and outflowing gas.

3.3.1. The [SII] density-sensive ratio

The electron density of the systemic component can be ob-
tained through the [SII]λλ6716,6731 doublet ratio (R[S II] =
F(λ6716)/F(λ6731); Osterbrock 1989). We measured the NLR
R[S II] for all AGNs with no severe and ambiguous blending with
Hα BLR emission (see, e.g., the third row of Fig. fitspettri) and,
more importantly, without outflows revealed in simultaneous fits.
2 [OIII]λ5007 emissivity from PyNeb (Luridiana+15):
j(Te = 104K,Ne = 102cm−3) ≈ j(Te = 104K,Ne = 103cm−3) ≈ 3.5 ×
10−21 erg/s cm3;
j(Te = 2 × 104K,Ne = 102cm−3) ≈ j(Te = 2 × 104K,Ne = 103cm−3) ≈
1.2 × 10−21 erg/s cm3.
3 [OII]λ3727 diagnostic cannot be applied in AGNs because of the
blending due to its two components line width, generally larger or com-
parable with their wavelength separation (2.8Å)

In fact, when broad OC components are revealed, the doublet
lines are usually severely blended, and in general the fitting pro-
cedure does not give unambiguous results. From this sample we
obtained the distribution shown in Fig 5, left (grey histogram).

We note that the wing to lower ratios is due only to the higher
z sources in the sample. Their lower S/N spectra (see Fig. 1), can
easily explain the observed broad distribution through degrading
fit results.

To study the electron density of the outflowing regions, we
have focused our analysis on those AGNs with the simplest spec-
tral profiles (i.e. only two kinematic components revealed by the
fit of the [OIII] lines, well defined [SII] wings) and, as before,
without strong blending with BC. Although the large number of
targets with intense [SII] emission, only 28 targets satisfy the
above mentioned conditions. The fitted spectra are shown in fig.
xx. From this sample, we computed the R[S II] for both NC and
OC. The NC R[S II] distribution (fig 5, left black curve) has a
smaller spread when compared with that of the AGN sample
without OC components, because of the particular selection. The
OC R[S II] distribution (blue area) cover a larger range of values,
but is unambiguously shifted to lower ratios.

The SII ratio is related to the electron density through the
equation,

R[S II] = F(λ6716)/F(λ6731) = 1.49
1 + 3.77x
1 + 12.8x

, (11)

R[OIII] = [F(λ5007) + F(λ4959)]/F(λ4363) (12)

Te = 32900/ln(R[OIII]/7.9) (13)

where x= 0.01 Ne/
√

Te is the term related to the collisional
de-excitation rate, and explicit the dependence on the electron
temperature. Methods to determine the electron Temperature
uses sensitive line ratios such as [OIII]λλ4959,5007 and [OIII]λ
(R[OIII] diagnostic), or [NII]λλ6550,6585 and [NII]λ5755 (R[NII]
diagnostic). However, as mentioned before, Te is generally not
estimated because of the faintness of the involved emission lines
(i.e., [OIII]λ and [NII]λ5755). In the best scenario, for each tar-
get for with we derived a [SII] ratio, we should associate also an
electron temperature to derive the relative Ne. Unfortunately, sig-
nificant emission (i.e. S/N > 5) in the OIII4363 and/or NII5755
regions is detected only for a small fraction of the AGN sam-
ple (see below). Therefore, we choose to follow a statistical ap-
proach to try to derive the average electron temperature.

3.3.2. The [OIII] temperature-sensitive ratio

We selected 44 sources with well detected [OIII]λ4363 (S/N>5)
that is not affected from the contamination by Hγ4342 BLR
emission. We fitted simultaneously the two lines. For all targets
we imposed the same systemics, widths and sets of gaussian
components as obtained from the simultaneous fit in the Hα-
and Hβ-regions. To additionally reduce the degeneracy in the
fit results for such faint emission lines, we choose to not anal-
yse the sources with S/N<10 that showed evidences of outflows
in the brighter emission lines (e.g., [OIII]λ5007). This reduced
the sample to 18 targets: 10 ( S/N>5) sources fitted with a NC,
8 (S/N≥10) sources fitted with NC+OC. The ratio distributions
for both the NC and OC components are shown in Fig. 5, right
(black and blue shaded areas, respectively).
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Ėout ≈ 0.1 − 5% Lbol [Molecular out f lows] (8)
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Ṗout ≈ 10 − 50 Lbol/c [Molecular out f lows] (10)

where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
of three if the temperature if wrongly assumed2. More impor-
tantly, the outflow mass show an inverse proportionality to the
electron density. Outflow energetics are usually derived assum-
ing given values for electron temperature and density. While a
general consensus is found for a Te = 104 K (e.g., Harrison+14;
...), several values are used for the electron density: for example,
Cano-Diaz+12 assumed 1000 cm3, Carniani+15 500 cm3 and
Cresci+15 100 cm3.

Few diagnostic ratios involving forbidden lines can be used
to derive these properties in regions with densities � 104 cm−3

(depending on the critical density of the involved forbidden tran-
sitions). In particular, [SII]λλ6716,6731, [OIII] and [NII] diag-
nostics are pontentially usefull to measure Ne and Te because
of their optical wavelengths3. Unfortunately, the faintness of the
involved emission lines (in particular, OIII4363 and NII5755)
make difficult the measure of these quantities. The fact that the
OC are generally fainter that the NLR ones, makes further dif-
ficult to derive such diagnostic informations. Only for a handful
of previous studies it was possible to derive, although with large
uncertainties, these quantities. These works are generally based
on single luminous targets (e.g., Perna+15;Brusa+16) or, in the
best cases, on small number of sources (e.g., Westmoquette+12)
or staked spectra (Harrison+12). These few results, that pointed
to large ranges of values for the electron densities, from ≈ 102 to
> 103 (see, e.g., Perna+15 ; Rodriguez-Zaurin+13), at the origin
of the variety of assumed Ne values in literature. To the best of
our knowledge, the electron temperature has been derived only
for 6 targets (Brusa+16;Villar-Martin+14;Nesvadba+08), with
Te ≈ 1.5 × 104 K.

Taking advantage of the large sample collected, we analysed
the spectra to constrain, as best we can, these quantities for both
the unperturbed and outflowing gas.

3.3.1. The [SII] density-sensive ratio

The electron density of the systemic component can be ob-
tained through the [SII]λλ6716,6731 doublet ratio (R[S II] =
F(λ6716)/F(λ6731); Osterbrock 1989). We measured the NLR
R[S II] for all AGNs with no severe and ambiguous blending with
Hα BLR emission (see, e.g., the third row of Fig. fitspettri) and,
more importantly, without outflows revealed in simultaneous fits.
2 [OIII]λ5007 emissivity from PyNeb (Luridiana+15):
j(Te = 104K,Ne = 102cm−3) ≈ j(Te = 104K,Ne = 103cm−3) ≈ 3.5 ×
10−21 erg/s cm3;
j(Te = 2 × 104K,Ne = 102cm−3) ≈ j(Te = 2 × 104K,Ne = 103cm−3) ≈
1.2 × 10−21 erg/s cm3.
3 [OII]λ3727 diagnostic cannot be applied in AGNs because of the
blending due to its two components line width, generally larger or com-
parable with their wavelength separation (2.8Å)

In fact, when broad OC components are revealed, the doublet
lines are usually severely blended, and in general the fitting pro-
cedure does not give unambiguous results. From this sample we
obtained the distribution shown in Fig 5, left (grey histogram).

We note that the wing to lower ratios is due only to the higher
z sources in the sample. Their lower S/N spectra (see Fig. 1), can
easily explain the observed broad distribution through degrading
fit results.

To study the electron density of the outflowing regions, we
have focused our analysis on those AGNs with the simplest spec-
tral profiles (i.e. only two kinematic components revealed by the
fit of the [OIII] lines, well defined [SII] wings) and, as before,
without strong blending with BC. Although the large number of
targets with intense [SII] emission, only 28 targets satisfy the
above mentioned conditions. The fitted spectra are shown in fig.
xx. From this sample, we computed the R[S II] for both NC and
OC. The NC R[S II] distribution (fig 5, left black curve) has a
smaller spread when compared with that of the AGN sample
without OC components, because of the particular selection. The
OC R[S II] distribution (blue area) cover a larger range of values,
but is unambiguously shifted to lower ratios.

The SII ratio is related to the electron density through the
equation,

R[S II] = F(λ6716)/F(λ6731) = 1.49
1 + 3.77x
1 + 12.8x

, (11)

R[OIII] = [F(λ5007) + F(λ4959)]/F(λ4363) (12)

Te = 32900/ln(R[OIII]/7.9) (13)

where x= 0.01 Ne/
√

Te is the term related to the collisional
de-excitation rate, and explicit the dependence on the electron
temperature. Methods to determine the electron Temperature
uses sensitive line ratios such as [OIII]λλ4959,5007 and [OIII]λ
(R[OIII] diagnostic), or [NII]λλ6550,6585 and [NII]λ5755 (R[NII]
diagnostic). However, as mentioned before, Te is generally not
estimated because of the faintness of the involved emission lines
(i.e., [OIII]λ and [NII]λ5755). In the best scenario, for each tar-
get for with we derived a [SII] ratio, we should associate also an
electron temperature to derive the relative Ne. Unfortunately, sig-
nificant emission (i.e. S/N > 5) in the OIII4363 and/or NII5755
regions is detected only for a small fraction of the AGN sam-
ple (see below). Therefore, we choose to follow a statistical ap-
proach to try to derive the average electron temperature.

3.3.2. The [OIII] temperature-sensitive ratio

We selected 44 sources with well detected [OIII]λ4363 (S/N>5)
that is not affected from the contamination by Hγ4342 BLR
emission. We fitted simultaneously the two lines. For all targets
we imposed the same systemics, widths and sets of gaussian
components as obtained from the simultaneous fit in the Hα-
and Hβ-regions. To additionally reduce the degeneracy in the
fit results for such faint emission lines, we choose to not anal-
yse the sources with S/N<10 that showed evidences of outflows
in the brighter emission lines (e.g., [OIII]λ5007). This reduced
the sample to 18 targets: 10 ( S/N>5) sources fitted with a NC,
8 (S/N≥10) sources fitted with NC+OC. The ratio distributions
for both the NC and OC components are shown in Fig. 5, right
(black and blue shaded areas, respectively).

Article number, page 5 of 11

M. Perna et al.: An X-ray/SDSS sample: outflowing gas Electron Temperature and Density
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blending due to its two components line width, generally larger or com-
parable with their wavelength separation (2.8Å)

In fact, when broad OC components are revealed, the doublet
lines are usually severely blended, and in general the fitting pro-
cedure does not give unambiguous results. From this sample we
obtained the distribution shown in Fig 5, left (grey histogram).

We note that the wing to lower ratios is due only to the higher
z sources in the sample. Their lower S/N spectra (see Fig. 1), can
easily explain the observed broad distribution through degrading
fit results.

To study the electron density of the outflowing regions, we
have focused our analysis on those AGNs with the simplest spec-
tral profiles (i.e. only two kinematic components revealed by the
fit of the [OIII] lines, well defined [SII] wings) and, as before,
without strong blending with BC. Although the large number of
targets with intense [SII] emission, only 28 targets satisfy the
above mentioned conditions. The fitted spectra are shown in fig.
xx. From this sample, we computed the R[S II] for both NC and
OC. The NC R[S II] distribution (fig 5, left black curve) has a
smaller spread when compared with that of the AGN sample
without OC components, because of the particular selection. The
OC R[S II] distribution (blue area) cover a larger range of values,
but is unambiguously shifted to lower ratios.

The SII ratio is related to the electron density through the
equation,

R[S II] = F(λ6716)/F(λ6731) = 1.49
1 + 3.77x
1 + 12.8x

, (11)

R[OIII] = [F(λ5007) + F(λ4959)]/F(λ4363) (12)

Te = 32900/ln(R[OIII]/7.9) (13)

where x= 0.01 Ne/
√

Te is the term related to the collisional
de-excitation rate, and explicit the dependence on the electron
temperature. Methods to determine the electron Temperature
uses sensitive line ratios such as [OIII]λλ4959,5007 and [OIII]λ
(R[OIII] diagnostic), or [NII]λλ6550,6585 and [NII]λ5755 (R[NII]
diagnostic). However, as mentioned before, Te is generally not
estimated because of the faintness of the involved emission lines
(i.e., [OIII]λ and [NII]λ5755). In the best scenario, for each tar-
get for with we derived a [SII] ratio, we should associate also an
electron temperature to derive the relative Ne. Unfortunately, sig-
nificant emission (i.e. S/N > 5) in the OIII4363 and/or NII5755
regions is detected only for a small fraction of the AGN sam-
ple (see below). Therefore, we choose to follow a statistical ap-
proach to try to derive the average electron temperature.

3.3.2. The [OIII] temperature-sensitive ratio

We selected 44 sources with well detected [OIII]λ4363 (S/N>5)
that is not affected from the contamination by Hγ4342 BLR
emission. We fitted simultaneously the two lines. For all targets
we imposed the same systemics, widths and sets of gaussian
components as obtained from the simultaneous fit in the Hα-
and Hβ-regions. To additionally reduce the degeneracy in the
fit results for such faint emission lines, we choose to not anal-
yse the sources with S/N<10 that showed evidences of outflows
in the brighter emission lines (e.g., [OIII]λ5007). This reduced
the sample to 18 targets: 10 ( S/N>5) sources fitted with a NC,
8 (S/N≥10) sources fitted with NC+OC. The ratio distributions
for both the NC and OC components are shown in Fig. 5, right
(black and blue shaded areas, respectively).
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Ėout ≈ 0.1 − 5% Lbol [Molecular out f lows] (8)

Ṗout ≈ Lbol/c [Ionised out f lows] (9)

Ṗout ≈ 10 − 50 Lbol/c [Molecular out f lows] (10)

where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
of three if the temperature if wrongly assumed2. More impor-
tantly, the outflow mass show an inverse proportionality to the
electron density. Outflow energetics are usually derived assum-
ing given values for electron temperature and density. While a
general consensus is found for a Te = 104 K (e.g., Harrison+14;
...), several values are used for the electron density: for example,
Cano-Diaz+12 assumed 1000 cm3, Carniani+15 500 cm3 and
Cresci+15 100 cm3.

Few diagnostic ratios involving forbidden lines can be used
to derive these properties in regions with densities � 104 cm−3

(depending on the critical density of the involved forbidden tran-
sitions). In particular, [SII]λλ6716,6731, [OIII] and [NII] diag-
nostics are pontentially usefull to measure Ne and Te because
of their optical wavelengths3. Unfortunately, the faintness of the
involved emission lines (in particular, OIII4363 and NII5755)
make difficult the measure of these quantities. The fact that the
OC are generally fainter that the NLR ones, makes further dif-
ficult to derive such diagnostic informations. Only for a handful
of previous studies it was possible to derive, although with large
uncertainties, these quantities. These works are generally based
on single luminous targets (e.g., Perna+15;Brusa+16) or, in the
best cases, on small number of sources (e.g., Westmoquette+12)
or staked spectra (Harrison+12). These few results, that pointed
to large ranges of values for the electron densities, from ≈ 102 to
> 103 (see, e.g., Perna+15 ; Rodriguez-Zaurin+13), at the origin
of the variety of assumed Ne values in literature. To the best of
our knowledge, the electron temperature has been derived only
for 6 targets (Brusa+16;Villar-Martin+14;Nesvadba+08), with
Te ≈ 1.5 × 104 K.

Taking advantage of the large sample collected, we analysed
the spectra to constrain, as best we can, these quantities for both
the unperturbed and outflowing gas.

3.3.1. The [SII] density-sensive ratio

The electron density of the systemic component can be ob-
tained through the [SII]λλ6716,6731 doublet ratio (R[S II] =
F(λ6716)/F(λ6731); Osterbrock 1989). We measured the NLR
R[S II] for all AGNs with no severe and ambiguous blending with
Hα BLR emission (see, e.g., the third row of Fig. fitspettri) and,
more importantly, without outflows revealed in simultaneous fits.
2 [OIII]λ5007 emissivity from PyNeb (Luridiana+15):
j(Te = 104K,Ne = 102cm−3) ≈ j(Te = 104K,Ne = 103cm−3) ≈ 3.5 ×
10−21 erg/s cm3;
j(Te = 2 × 104K,Ne = 102cm−3) ≈ j(Te = 2 × 104K,Ne = 103cm−3) ≈
1.2 × 10−21 erg/s cm3.
3 [OII]λ3727 diagnostic cannot be applied in AGNs because of the
blending due to its two components line width, generally larger or com-
parable with their wavelength separation (2.8Å)

In fact, when broad OC components are revealed, the doublet
lines are usually severely blended, and in general the fitting pro-
cedure does not give unambiguous results. From this sample we
obtained the distribution shown in Fig 5, left (grey histogram).

We note that the wing to lower ratios is due only to the higher
z sources in the sample. Their lower S/N spectra (see Fig. 1), can
easily explain the observed broad distribution through degrading
fit results.

To study the electron density of the outflowing regions, we
have focused our analysis on those AGNs with the simplest spec-
tral profiles (i.e. only two kinematic components revealed by the
fit of the [OIII] lines, well defined [SII] wings) and, as before,
without strong blending with BC. Although the large number of
targets with intense [SII] emission, only 28 targets satisfy the
above mentioned conditions. The fitted spectra are shown in fig.
xx. From this sample, we computed the R[S II] for both NC and
OC. The NC R[S II] distribution (fig 5, left black curve) has a
smaller spread when compared with that of the AGN sample
without OC components, because of the particular selection. The
OC R[S II] distribution (blue area) cover a larger range of values,
but is unambiguously shifted to lower ratios.

The SII ratio is related to the electron density through the
equation,

R[S II] = F(λ6716)/F(λ6731) = 1.49
1 + 3.77x
1 + 12.8x

, (11)

R[OIII] = [F(λ5007) + F(λ4959)]/F(λ4363) (12)

Te = 32900/ln(R[OIII]/7.9) (13)

where x= 0.01 Ne/
√

Te is the term related to the collisional
de-excitation rate, and explicit the dependence on the electron
temperature. Methods to determine the electron Temperature
uses sensitive line ratios such as [OIII]λλ4959,5007 and [OIII]λ
(R[OIII] diagnostic), or [NII]λλ6550,6585 and [NII]λ5755 (R[NII]
diagnostic). However, as mentioned before, Te is generally not
estimated because of the faintness of the involved emission lines
(i.e., [OIII]λ and [NII]λ5755). In the best scenario, for each tar-
get for with we derived a [SII] ratio, we should associate also an
electron temperature to derive the relative Ne. Unfortunately, sig-
nificant emission (i.e. S/N > 5) in the OIII4363 and/or NII5755
regions is detected only for a small fraction of the AGN sam-
ple (see below). Therefore, we choose to follow a statistical ap-
proach to try to derive the average electron temperature.

3.3.2. The [OIII] temperature-sensitive ratio

We selected 44 sources with well detected [OIII]λ4363 (S/N>5)
that is not affected from the contamination by Hγ4342 BLR
emission. We fitted simultaneously the two lines. For all targets
we imposed the same systemics, widths and sets of gaussian
components as obtained from the simultaneous fit in the Hα-
and Hβ-regions. To additionally reduce the degeneracy in the
fit results for such faint emission lines, we choose to not anal-
yse the sources with S/N<10 that showed evidences of outflows
in the brighter emission lines (e.g., [OIII]λ5007). This reduced
the sample to 18 targets: 10 ( S/N>5) sources fitted with a NC,
8 (S/N≥10) sources fitted with NC+OC. The ratio distributions
for both the NC and OC components are shown in Fig. 5, right
(black and blue shaded areas, respectively).
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(a) (b)

Fig. 4: BPT diagrams – Standard diagnostic diagram showing the classification scheme by Kewley et al. (2013). The lines drawn in

the diagram correspond to the theoretical redshift-dependent curves at z=0 (solid) and z=0.4 (dashed line) used to separate purely SF

galaxies from galaxies containing AGN (Kewley et al. 2013). Black and blue symbols correspond to the systemic NC and outflow

OC flux ratios, respectively. Representative error bars are shown only for an small fraction of targets. Circles, squares and triangles

denote Type 1, type 2 and type 1.9 AGNs respectively. Red crosses highlighted the SFGs discarted from the sample.

Fig. 5: (left:) [SII]λλ6716,6731 ratio distributions. The grey solid line mark the distribution for the AGN sample without evidence

of outflows from our line fitting routine; Vertical dashed lines mark the related median and 68% interval. The black and blue shaded

areas denote the distributions for NC and OC [SII] ratios. (right:) [OIII] ratio distributions. Gray shaded area mark the R[OIII]

distribution for the unperturbed ionised gas (NC). Blue shaded area denotes the outflow emission R[OIII] distribution of S/N>10

sources. The blue dashed line show the R[OIII] histogram of the outflow components of all S/N>5 sources, analysed as described in

the text.
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R[OIII] distribution for both NLR (NC) and 
outflow (OC) components has been 
obtained selecting sources with well 
detected [OIII]4363.

The analysis results suggest that, on 
average, NC and OC share similar Electron 
Temperatures.
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We note that the R[OIII](OC) distribution is located closely
around the median position of the that of R[OIII](NC). This could
suggest that, on average, NC and OC share similar electron tem-
peratures. Given that the samples are really small to point to-
ward any conclusion, we tested this hypotesis using the 26 tar-
gets previously discarted, i.e. those sources with 5<S/N<10 and
evidence of outflow. If we assume the same temperature for both
outflowing and systemic ionized gas, the amplitude fractions
OC/NC should be the same in [OIII]λ5007 and [OIII]λ4363. We
fitted the emission lines with this additional constrain. The fit re-
sults are shown in fig. 6. The first four rows show the 10 targets
with S/N>5 without outflow (fitted with a single gaussian com-
ponent), and the 8 S/N> 10 sources with outflow components
(fitted with free amplitude ratios). The last seven rows show the
26 targets with 5<S/N<10, fitted with constrained [OIII]λ4363
amplitude ratios.

We note that the profiles are generally well reproduced under
this assumption. Of course, the low quality of the spectra do not
allow a strong result significance. However, the fact that the de-
rived R[OIII] show a similar distribution to the other targets, may
confirm our hypothesis. In Fig. 5, right, we showed with dashed
blue curve the distribution obtained adding these 26 targets to
the outflow sample.

Another temperature sentitive lines ratio is, as mentioned be-
fore, given by the [NII] diagnostic. We found in our sample 7
[NII]λ5755 emission lines with a S/N > 5. This line in not af-
fected by any blending but, unfortunately, the [NII]λλ6550,6585
doublet is severely blended within the Ha-[NII] complex for 5/7
sources, when OC components and/or BLR emission are present.
Therefore, we decided to not use this diagnostic.

Finally, we note that, beeing temperature-sensitive lines are
relatively close in wavelength, no correction for extinction are
needed.

3.3.3. Results

From the final R[OIII] distribution we have taken the median
value, with the uncertainties defined by the 68% confidence in-
tervals, to compute a fiducial estimate of the electron temper-
ature through the Osterbrock & Ferland 2006 formula: Te =
1.7+1.1
−0.3×104 K. We used this median temperature to derive fidu-

cial electron densities from Eq. 11, for both NC and OC emis-
sion: Ne(NC) = 500+400

−300cm
−3; Ne(OC) = 1000+2000

−700 cm
−3. Al-

though with large uncertainties, the outflow condition estimates
are, to the best of our knowledge, the first average estimates from
a medium size sample (≈ 30 targets).

NLR diagnostics have been derived for a large sample of
SDSS Seyferts by Zhang+2013. They derived < Ne >≈ 400 and
< Te >≈ 1.5e4 K. Our estimates are therefore totally consistent
with their results.

3.3.4. Possible bias in Te due to [OIII]λ4363 selection

The fact that we are computing the electron temperature only for
those sources with intense [OIII]λ4363 could strongly bias our
results by favouring targets with higher Te. We computed 1σ up-
per limits for all those sources without clear detection and, from
the median value of their Roiii distribution, we derived an upper
limit on the electron temperature of ≈ 3x104 K. Unfortunately
this value is not useful to our purpose.
However, the fact that we did not observe any difference in the
average Te between the SN>10 and 5<SN<10 samples, could
suggest that the bias is, if any, negligible. The same behaviour

Fig. 7: (Top panels:) [OIII]/Hbeta versus NII/Halpha and
SII/Halpha BPT diagrams for the 28 sources used to derive
the outflow electron density. (Bottom panels:) FWHM plotted
against log([NII]/Hα), on the left, and log([SII]/Hα), on the
right. Both NC (black) and OC (blue circles) are shown. Shock
model grids are overplotted, with increasing velocities, from 100
to 1000 km/s (red to green lines), and magnetic field (blue to pur-
ple curves).

can be seen for the large sample studied by Zhang+2013, for
which the same NLR electron temperature has been found for
both their two [OIII]4363 luminosity subclasses of Seyfets4.

4. Discussion

Figure 7 shows two BPT diagrams, [OIII]/Hbeta versus
NII/Halpha and SII/Halpha for both NC (black) and OC (blue
circles). The lines drawn in the diagrams correspond to the opti-
cal classification scheme of Keylew+06,13: in the second BPT,
the diagonal line marks the LINER locus. Overplotted on the fig-
ure are the results from our fitting routine for the 28 sources with
well constrained [SII] components. Their OC appear associated
with same level of ionization of NC but larger NII/Halpha and
SII/Halpha ratios. The second diagnostic diagram demostrates
clearly a LINER-like emission for the outflow components. Such
kind of line ratios are generally associated to ionization by fast
radiative shocks (e.g., Allen+2008; but see also Belfiore+16).
Shock model results have been made available for a large range
of physical parameters: preshock density Npre

e , shock velocity,
magnetic field and abundances. We superimposed on the fig-
ure a grid of shock model with assumed solar abundance and a
preshock density of 100 cm−3 (ITERA; GrovesAllen2010). The
grid shows different line ratios for various values of magnetic
field and shock velocities (up to 1000 km/s). The models, how-
ever, fail to reproduce the exact position of our souces in the
BPT diagrams. We tested all available shock models from the IT-

4 Their third subclass is associated with much fainter (1σ detection)
OIII4363 lines, and therefore with not well constrained results. (In re-
alta’, confondono l’upper limit col lower limit...)
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We note that the R[OIII](OC) distribution is located closely
around the median position of the that of R[OIII](NC). This could
suggest that, on average, NC and OC share similar electron tem-
peratures. Given that the samples are really small to point to-
ward any conclusion, we tested this hypotesis using the 26 tar-
gets previously discarted, i.e. those sources with 5<S/N<10 and
evidence of outflow. If we assume the same temperature for both
outflowing and systemic ionized gas, the amplitude fractions
OC/NC should be the same in [OIII]λ5007 and [OIII]λ4363. We
fitted the emission lines with this additional constrain. The fit re-
sults are shown in fig. 6. The first four rows show the 10 targets
with S/N>5 without outflow (fitted with a single gaussian com-
ponent), and the 8 S/N> 10 sources with outflow components
(fitted with free amplitude ratios). The last seven rows show the
26 targets with 5<S/N<10, fitted with constrained [OIII]λ4363
amplitude ratios.

We note that the profiles are generally well reproduced under
this assumption. Of course, the low quality of the spectra do not
allow a strong result significance. However, the fact that the de-
rived R[OIII] show a similar distribution to the other targets, may
confirm our hypothesis. In Fig. 5, right, we showed with dashed
blue curve the distribution obtained adding these 26 targets to
the outflow sample.

Another temperature sentitive lines ratio is, as mentioned be-
fore, given by the [NII] diagnostic. We found in our sample 7
[NII]λ5755 emission lines with a S/N > 5. This line in not af-
fected by any blending but, unfortunately, the [NII]λλ6550,6585
doublet is severely blended within the Ha-[NII] complex for 5/7
sources, when OC components and/or BLR emission are present.
Therefore, we decided to not use this diagnostic.

Finally, we note that, beeing temperature-sensitive lines are
relatively close in wavelength, no correction for extinction are
needed.

3.3.3. Results

From the final R[OIII] distribution we have taken the median
value, with the uncertainties defined by the 68% confidence in-
tervals, to compute a fiducial estimate of the electron temper-
ature through the Osterbrock & Ferland 2006 formula: Te =
1.7+1.1
−0.3×104 K. We used this median temperature to derive fidu-

cial electron densities from Eq. 11, for both NC and OC emis-
sion: Ne(NC) = 500+400

−300cm
−3; Ne(OC) = 1000+2000

−700 cm
−3. Al-

though with large uncertainties, the outflow condition estimates
are, to the best of our knowledge, the first average estimates from
a medium size sample (≈ 30 targets).

NLR diagnostics have been derived for a large sample of
SDSS Seyferts by Zhang+2013. They derived < Ne >≈ 400 and
< Te >≈ 1.5e4 K. Our estimates are therefore totally consistent
with their results.

3.3.4. Possible bias in Te due to [OIII]λ4363 selection

The fact that we are computing the electron temperature only for
those sources with intense [OIII]λ4363 could strongly bias our
results by favouring targets with higher Te. We computed 1σ up-
per limits for all those sources without clear detection and, from
the median value of their Roiii distribution, we derived an upper
limit on the electron temperature of ≈ 3x104 K. Unfortunately
this value is not useful to our purpose.
However, the fact that we did not observe any difference in the
average Te between the SN>10 and 5<SN<10 samples, could
suggest that the bias is, if any, negligible. The same behaviour

Fig. 7: (Top panels:) [OIII]/Hbeta versus NII/Halpha and
SII/Halpha BPT diagrams for the 28 sources used to derive
the outflow electron density. (Bottom panels:) FWHM plotted
against log([NII]/Hα), on the left, and log([SII]/Hα), on the
right. Both NC (black) and OC (blue circles) are shown. Shock
model grids are overplotted, with increasing velocities, from 100
to 1000 km/s (red to green lines), and magnetic field (blue to pur-
ple curves).

can be seen for the large sample studied by Zhang+2013, for
which the same NLR electron temperature has been found for
both their two [OIII]4363 luminosity subclasses of Seyfets4.

4. Discussion

Figure 7 shows two BPT diagrams, [OIII]/Hbeta versus
NII/Halpha and SII/Halpha for both NC (black) and OC (blue
circles). The lines drawn in the diagrams correspond to the opti-
cal classification scheme of Keylew+06,13: in the second BPT,
the diagonal line marks the LINER locus. Overplotted on the fig-
ure are the results from our fitting routine for the 28 sources with
well constrained [SII] components. Their OC appear associated
with same level of ionization of NC but larger NII/Halpha and
SII/Halpha ratios. The second diagnostic diagram demostrates
clearly a LINER-like emission for the outflow components. Such
kind of line ratios are generally associated to ionization by fast
radiative shocks (e.g., Allen+2008; but see also Belfiore+16).
Shock model results have been made available for a large range
of physical parameters: preshock density Npre

e , shock velocity,
magnetic field and abundances. We superimposed on the fig-
ure a grid of shock model with assumed solar abundance and a
preshock density of 100 cm−3 (ITERA; GrovesAllen2010). The
grid shows different line ratios for various values of magnetic
field and shock velocities (up to 1000 km/s). The models, how-
ever, fail to reproduce the exact position of our souces in the
BPT diagrams. We tested all available shock models from the IT-

4 Their third subclass is associated with much fainter (1σ detection)
OIII4363 lines, and therefore with not well constrained results. (In re-
alta’, confondono l’upper limit col lower limit...)
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We note that the R[OIII](OC) distribution is located closely
around the median position of the that of R[OIII](NC). This could
suggest that, on average, NC and OC share similar electron tem-
peratures. Given that the samples are really small to point to-
ward any conclusion, we tested this hypotesis using the 26 tar-
gets previously discarted, i.e. those sources with 5<S/N<10 and
evidence of outflow. If we assume the same temperature for both
outflowing and systemic ionized gas, the amplitude fractions
OC/NC should be the same in [OIII]λ5007 and [OIII]λ4363. We
fitted the emission lines with this additional constrain. The fit re-
sults are shown in fig. 6. The first four rows show the 10 targets
with S/N>5 without outflow (fitted with a single gaussian com-
ponent), and the 8 S/N> 10 sources with outflow components
(fitted with free amplitude ratios). The last seven rows show the
26 targets with 5<S/N<10, fitted with constrained [OIII]λ4363
amplitude ratios.

We note that the profiles are generally well reproduced under
this assumption. Of course, the low quality of the spectra do not
allow a strong result significance. However, the fact that the de-
rived R[OIII] show a similar distribution to the other targets, may
confirm our hypothesis. In Fig. 5, right, we showed with dashed
blue curve the distribution obtained adding these 26 targets to
the outflow sample.

Another temperature sentitive lines ratio is, as mentioned be-
fore, given by the [NII] diagnostic. We found in our sample 7
[NII]λ5755 emission lines with a S/N > 5. This line in not af-
fected by any blending but, unfortunately, the [NII]λλ6550,6585
doublet is severely blended within the Ha-[NII] complex for 5/7
sources, when OC components and/or BLR emission are present.
Therefore, we decided to not use this diagnostic.

Finally, we note that, beeing temperature-sensitive lines are
relatively close in wavelength, no correction for extinction are
needed.

3.3.3. Results

From the final R[OIII] distribution we have taken the median
value, with the uncertainties defined by the 68% confidence in-
tervals, to compute a fiducial estimate of the electron temper-
ature through the Osterbrock & Ferland 2006 formula: Te =
1.7+1.1
−0.3×104 K. We used this median temperature to derive fidu-

cial electron densities from Eq. 11, for both NC and OC emis-
sion: Ne(NC) = 500+400

−300cm
−3; Ne(OC) = 1000+2000

−700 cm
−3. Al-

though with large uncertainties, the outflow condition estimates
are, to the best of our knowledge, the first average estimates from
a medium size sample (≈ 30 targets).

NLR diagnostics have been derived for a large sample of
SDSS Seyferts by Zhang+2013. They derived < Ne >≈ 400 and
< Te >≈ 1.5e4 K. Our estimates are therefore totally consistent
with their results.

3.3.4. Possible bias in Te due to [OIII]λ4363 selection

The fact that we are computing the electron temperature only for
those sources with intense [OIII]λ4363 could strongly bias our
results by favouring targets with higher Te. We computed 1σ up-
per limits for all those sources without clear detection and, from
the median value of their Roiii distribution, we derived an upper
limit on the electron temperature of ≈ 3x104 K. Unfortunately
this value is not useful to our purpose.
However, the fact that we did not observe any difference in the
average Te between the SN>10 and 5<SN<10 samples, could
suggest that the bias is, if any, negligible. The same behaviour

Fig. 7: (Top panels:) [OIII]/Hbeta versus NII/Halpha and
SII/Halpha BPT diagrams for the 28 sources used to derive
the outflow electron density. (Bottom panels:) FWHM plotted
against log([NII]/Hα), on the left, and log([SII]/Hα), on the
right. Both NC (black) and OC (blue circles) are shown. Shock
model grids are overplotted, with increasing velocities, from 100
to 1000 km/s (red to green lines), and magnetic field (blue to pur-
ple curves).

can be seen for the large sample studied by Zhang+2013, for
which the same NLR electron temperature has been found for
both their two [OIII]4363 luminosity subclasses of Seyfets4.

4. Discussion

Figure 7 shows two BPT diagrams, [OIII]/Hbeta versus
NII/Halpha and SII/Halpha for both NC (black) and OC (blue
circles). The lines drawn in the diagrams correspond to the opti-
cal classification scheme of Keylew+06,13: in the second BPT,
the diagonal line marks the LINER locus. Overplotted on the fig-
ure are the results from our fitting routine for the 28 sources with
well constrained [SII] components. Their OC appear associated
with same level of ionization of NC but larger NII/Halpha and
SII/Halpha ratios. The second diagnostic diagram demostrates
clearly a LINER-like emission for the outflow components. Such
kind of line ratios are generally associated to ionization by fast
radiative shocks (e.g., Allen+2008; but see also Belfiore+16).
Shock model results have been made available for a large range
of physical parameters: preshock density Npre

e , shock velocity,
magnetic field and abundances. We superimposed on the fig-
ure a grid of shock model with assumed solar abundance and a
preshock density of 100 cm−3 (ITERA; GrovesAllen2010). The
grid shows different line ratios for various values of magnetic
field and shock velocities (up to 1000 km/s). The models, how-
ever, fail to reproduce the exact position of our souces in the
BPT diagrams. We tested all available shock models from the IT-

4 Their third subclass is associated with much fainter (1σ detection)
OIII4363 lines, and therefore with not well constrained results. (In re-
alta’, confondono l’upper limit col lower limit...)
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We note that the R[OIII](OC) distribution is located closely
around the median position of the that of R[OIII](NC). This could
suggest that, on average, NC and OC share similar electron tem-
peratures. Given that the samples are really small to point to-
ward any conclusion, we tested this hypotesis using the 26 tar-
gets previously discarted, i.e. those sources with 5<S/N<10 and
evidence of outflow. If we assume the same temperature for both
outflowing and systemic ionized gas, the amplitude fractions
OC/NC should be the same in [OIII]λ5007 and [OIII]λ4363. We
fitted the emission lines with this additional constrain. The fit re-
sults are shown in fig. 6. The first four rows show the 10 targets
with S/N>5 without outflow (fitted with a single gaussian com-
ponent), and the 8 S/N> 10 sources with outflow components
(fitted with free amplitude ratios). The last seven rows show the
26 targets with 5<S/N<10, fitted with constrained [OIII]λ4363
amplitude ratios.

We note that the profiles are generally well reproduced under
this assumption. Of course, the low quality of the spectra do not
allow a strong result significance. However, the fact that the de-
rived R[OIII] show a similar distribution to the other targets, may
confirm our hypothesis. In Fig. 5, right, we showed with dashed
blue curve the distribution obtained adding these 26 targets to
the outflow sample.

Another temperature sentitive lines ratio is, as mentioned be-
fore, given by the [NII] diagnostic. We found in our sample 7
[NII]λ5755 emission lines with a S/N > 5. This line in not af-
fected by any blending but, unfortunately, the [NII]λλ6550,6585
doublet is severely blended within the Ha-[NII] complex for 5/7
sources, when OC components and/or BLR emission are present.
Therefore, we decided to not use this diagnostic.

Finally, we note that, beeing temperature-sensitive lines are
relatively close in wavelength, no correction for extinction are
needed.

3.3.3. Results

From the final R[OIII] distribution we have taken the median
value, with the uncertainties defined by the 68% confidence in-
tervals, to compute a fiducial estimate of the electron temper-
ature through the Osterbrock & Ferland 2006 formula: Te =
1.7+1.1
−0.3×104 K. We used this median temperature to derive fidu-

cial electron densities from Eq. 11, for both NC and OC emis-
sion: Ne(NC) = 500+400

−300cm
−3; Ne(OC) = 1000+2000

−700 cm
−3. Al-

though with large uncertainties, the outflow condition estimates
are, to the best of our knowledge, the first average estimates from
a medium size sample (≈ 30 targets).

NLR diagnostics have been derived for a large sample of
SDSS Seyferts by Zhang+2013. They derived < Ne >≈ 400 and
< Te >≈ 1.5e4 K. Our estimates are therefore totally consistent
with their results.

3.3.4. Possible bias in Te due to [OIII]λ4363 selection

The fact that we are computing the electron temperature only for
those sources with intense [OIII]λ4363 could strongly bias our
results by favouring targets with higher Te. We computed 1σ up-
per limits for all those sources without clear detection and, from
the median value of their Roiii distribution, we derived an upper
limit on the electron temperature of ≈ 3x104 K. Unfortunately
this value is not useful to our purpose.
However, the fact that we did not observe any difference in the
average Te between the SN>10 and 5<SN<10 samples, could
suggest that the bias is, if any, negligible. The same behaviour

Fig. 7: (Top panels:) [OIII]/Hbeta versus NII/Halpha and
SII/Halpha BPT diagrams for the 28 sources used to derive
the outflow electron density. (Bottom panels:) FWHM plotted
against log([NII]/Hα), on the left, and log([SII]/Hα), on the
right. Both NC (black) and OC (blue circles) are shown. Shock
model grids are overplotted, with increasing velocities, from 100
to 1000 km/s (red to green lines), and magnetic field (blue to pur-
ple curves).

can be seen for the large sample studied by Zhang+2013, for
which the same NLR electron temperature has been found for
both their two [OIII]4363 luminosity subclasses of Seyfets4.

4. Discussion

Figure 7 shows two BPT diagrams, [OIII]/Hbeta versus
NII/Halpha and SII/Halpha for both NC (black) and OC (blue
circles). The lines drawn in the diagrams correspond to the opti-
cal classification scheme of Keylew+06,13: in the second BPT,
the diagonal line marks the LINER locus. Overplotted on the fig-
ure are the results from our fitting routine for the 28 sources with
well constrained [SII] components. Their OC appear associated
with same level of ionization of NC but larger NII/Halpha and
SII/Halpha ratios. The second diagnostic diagram demostrates
clearly a LINER-like emission for the outflow components. Such
kind of line ratios are generally associated to ionization by fast
radiative shocks (e.g., Allen+2008; but see also Belfiore+16).
Shock model results have been made available for a large range
of physical parameters: preshock density Npre

e , shock velocity,
magnetic field and abundances. We superimposed on the fig-
ure a grid of shock model with assumed solar abundance and a
preshock density of 100 cm−3 (ITERA; GrovesAllen2010). The
grid shows different line ratios for various values of magnetic
field and shock velocities (up to 1000 km/s). The models, how-
ever, fail to reproduce the exact position of our souces in the
BPT diagrams. We tested all available shock models from the IT-

4 Their third subclass is associated with much fainter (1σ detection)
OIII4363 lines, and therefore with not well constrained results. (In re-
alta’, confondono l’upper limit col lower limit...)
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(a) (b)

Fig. 4: BPT diagrams – Standard diagnostic diagram showing the classification scheme by Kewley et al. (2013). The lines drawn in

the diagram correspond to the theoretical redshift-dependent curves at z=0 (solid) and z=0.4 (dashed line) used to separate purely SF

galaxies from galaxies containing AGN (Kewley et al. 2013). Black and blue symbols correspond to the systemic NC and outflow

OC flux ratios, respectively. Representative error bars are shown only for an small fraction of targets. Circles, squares and triangles

denote Type 1, type 2 and type 1.9 AGNs respectively. Red crosses highlighted the SFGs discarted from the sample.

Fig. 5: (left:) [SII]λλ6716,6731 ratio distributions. The grey solid line mark the distribution for the AGN sample without evidence

of outflows from our line fitting routine; Vertical dashed lines mark the related median and 68% interval. The black and blue shaded

areas denote the distributions for NC and OC [SII] ratios. (right:) [OIII] ratio distributions. Gray shaded area mark the R[OIII]

distribution for the unperturbed ionised gas (NC). Blue shaded area denotes the outflow emission R[OIII] distribution of S/N>10

sources. The blue dashed line show the R[OIII] histogram of the outflow components of all S/N>5 sources, analysed as described in

the text.
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NC = NLR Component

OC = Outflow Component
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Results
• We found signature of ionized outflows in 40% of X-ray selected 

AGNs.

• The fraction of outflows is > 50% in the QSO-luminosity regime

• The almost total absence of neutral outflows may be due to 
observational limitations / the presence of high ionized radiation 
from AGNs (see also Villar-Martin+14 {1/22 shows neutral outflow}). 

• We derive the first average estimates of outflowing plasma properties, 
for a medium size sample ( ~ 40 targets ). 

• We suggest that similar electron temperatures could be present in 
NLR and outflowing regions ( Te[OC] ~ Te[NC] ~ 17’000 K ).

• Outflowing gas is characterized by electron densities ~ 2 times those 
of the NLR ( Ne[OC] ~ 1’000 cm -3 )

• NLR estimates are consistent with previous results (Xu+07; Zang+13; 
Vaona+12) 
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