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Security and Privacy Architecture
Executive Summary

BBMRI-ERIC IT ecosystem deals with human material and data as the principal component;
therefore the privacy by design paradigm is very important. Privacy protection comprises
analysis of risks and design of countermeasures, such as appropriate use of privacy-enhanc-
ing technologies and security measures.

This document has been written as a Deliverable of the ADOPT BBMRI-ERIC project, describ-
ing risk analysis, architecture of BBMRI-ERIC IT services and how the security and privacy
protection is built into those. It also reuses previous work on Security & Privacy Require-
ments published as a milestone of the BBMRI Competence Centre in the EGI-Engage project
(EGI-Engage) project, which have been updated and included as an appendix to this deliver-
able.
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Glossary

AAI Authentication and Authorization Infrastructure. ͣ͠, ͦ͠, ͧ͠,
ͥ͡, ͤ͞

AARC Authentication and Authorisation for Research and
Collaboration. See https://aarc-project.eu/ and GÉANT
Association (GÉANT), ͤ͞

AC (Data|Samples) Access Committee. ͤ͡
(de facto) anonymized data Anonymous data is such data, that is is no longer identiϐiable.

See appendix A.ͣ for deϐinition and appendix A.ͣ.͟ for
practical recommendations on anonymization procedures.
͟͟, ͟͠, ͧ͟, ͠͠–͢͠, ͧ͠–͡͠, ͢͡, ͤ͡, ͦ͡, ͤͤ, ͤͥ, ͥ͢–ͥͥ, ͥͧ

BIMS Biobank Information Management System. ͠͞

CA Certiϐication Authority. ͢͠, ͡͠, ͥ͟
CO Control Objective (ISO ͥ͟͠͞͞). ͟͟
coded data Pseudonymous data is such data for which identiϐiers of

persons have been replaced by a code (pseudonym) [͟]. See
DT-1b in appendix A.ͣ. ͟͠, ͧ͠, ͢͡, ͤ͡, ͤͤ, ͤͥ, ͥͣ–ͥͥ, ͦ͞

Common Service A formal way of organizing full member countries of
BBMRI-ERIC to provide services of common interest. ͣ

CS ELSI Common Service ELSI. See Common Service and ELSI, ͣ͡, see
ELSI

CS IT Common Service IT. See Common Service, ͤ͟–ͦ͟, ͢͠, ͡͠, ͡͡,
͢͠, ͥͦ

DAC Discretionary Access Control. ͡, ͤ͢
DDoS Distributed Denial of Service. ͠͡
DFD Data Flow Diagram. [͠], ͠, ͣ͟, ͠͞, ͟͠, ͤ͠, ͦ͠, ͤ͡, ͥ͡, ͧ͢, ͣ͟
directly identifying data Raw data with original direct identiϐiers of persons, to which

none of the privacy-enhancing technologies has been applied.
Complement to privacy-enhanced data when dealing with
human data. See DT-1a in appendix A.ͣ. ͟͠, ͥ͢–ͥͥ, ͦ͞

BBMRI-ERIC Directory Information service by BBMRI-ERIC, providing highly
aggregated data about the biobanks and their collections of
biological material and data. During BBMRI Preparatory
Phase also known as Catalogue. ͟͟, ͣ͟, ͧ͟, ͟͠, ͠͠, ͣ͠, ͦ͠, ͧ͠,
ͥ͡

DoS Denial of Service. ͠͡, ͣ͞
DS Discovery Service. See Shibboleth, ͣ͢, ͣͣ, ͤ͞
DTA Data Transfer Agreement. ͠, ͟͟, ͟͠, ͤ͠, ͧ͠, ͡͞, ͤ͡, ͦ͡, ͣ͡,

ͥ͢–ͥͤ, ͥͧ
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eduID Research and educational identity federations, represented
by national federations such as eduID.se, eduID.hu, eduID.cz,
etc. ͣ͢, ͣͧ

EGI http://www.egi.eu/. ͤ͞
EGI-Engage EGI-Engage project.

https://www.egi.eu/about/egi-engage/, ͧ, ͥ͢, ͦ͞
ELSI Ethical, Legal, and Social Issues. ͣ
EoP Elevation of Privilege. ͣ͞
EU European Union. ͤ͠

FIPS Federal Information Processing Standard. ͣͦ, ͣͧ

GA͢GH Global Alliance for Genomics & Health. ͠, ͧ, ͟͟, ͠͡, ͟͡, ͧ͡, ͢͠
GDPR General Data Protection Regulation. ͥ, ͧ, ͧ͠, ͤ͠, ͤͥ
GEDE Group of European Data Experts in RDA. See

https://rd-alliance.org/groups/gede-group-european-
data-experts-rda

GÉANT GÉANT Association. http://www.geant.net/, ͣ, ͦ, ͣ͢, ͤ͞, ͥͣ

HTTP Hypertext Transfer Protocol. ͣͥ

IaaS Cloud service providing direct access to the virtualized
infrastructure. See [͡]. ͦ͞

ICD-͟͞ International Classiϐication of Diseases, ͟͞Ƙƌ revision,
provided by World Health Organization (WHO). See
http://www.who.int/classifications/icd/en/. ͣ͟

IdP Identity Provider. See Shibboleth, ͣ͢–ͣͥ, ͣͧ–ͤ͟, ͤ͢, ͤͣ
IoI Item of Interest. ͣ͞, ͣ͟
ISMS Information Security Management System. ͥ͠

LINDDUN Linkability, Identiϐiability, Non-repudiation, Detectability,
Disclosure of information, Content Unawareness, Policy and
consent non-compliance. [͢], ͠, ͧ, ͟͟, ͣ͟, ͢͞, ͢͟, ͧ͢–ͣ͟, ͤ͡, ͤͧ

LoA Level of Assurance. ͠, ͤ͟, ͠͡, ͡͞, ͟͡, ͤ͡, ͦ͡, ͣͤ–ͣͧ, ͥ͟, ͥͣ

MAC Mandatory Access Control. ͡, ͤ͡, ͤ͢
MOSLER Secure platform for processing sensitive data. See

https://bils.se/resources/mosler.html. ͣ͟, ͤͣ, see TSD
MSC Message Sequence Chart(s), standard schema for deϐining

communication among components in distributed systems.
Deϐined in ITU-T Z.͟͠͞ [ͣ]. See also [ͤ] and
https://en.wikipedia.org/wiki/Message_sequence_chart.
ͧ͟, ͣ͠–ͥ͠, ͣ͡

MTA Material Transfer Agreement. ͠, ͟͟, ͟͠, ͤ͠, ͧ͠, ͡͞, ͤ͡, ͦ͡, ͣ͡,
ͥ͢–ͥͤ, ͥͧ

N/A not applicable. ͠͡, ͢͠

ͤ/ͦ͞
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National or Organizational Node National Nodes are entities designated to represent member
countries in BBMRI-ERIC. ͟͞, ͤ͟

non-human data Type of data that does not contain any trace of
personal/human data and thus is not privacy sensitive. See
DT-1b in appendix A.ͣ. ͠͠–͢͠, ͧ͠–͡͠, ͦ͡, ͤͤ, ͥͣ

ODbL Open Data Commons Open Database License.
http://opendatacommons.org/licenses/odbl/, ͣ͠

OpenID standard decentralized protocol for authentication with
substantial support in commercial environments. See
http://openid.net/, ͣ͢, ͣͧ

OPM Open Provenance Model. http://openprovenance.org/, ͥ͞

Perun Virtual group management system with support for virtual
identity consolidation [ͥ]. ͦ͠, ͧ͠, ͥ͡, ͤ͞, ͤ͟

PET Privacy-Enhancing Technologies. ͡, ͤͣ, ͤͥ
PII Personally Identiϐiable Information. ͣ͟, ͥ͠
privacy-enhanced data Data on which some of the privacy-enhancing technologies

has been applied, e.g., identiϐiers have been removed or
replaced (coded data) or anonymized data. See appendix A.ͣ
page ͤͤ for more detailed discussion.. ͣ, ͤͤ

PROV-DM PROV Data Model. http://www.wɶ.org/TR/prov-dm/, ͥ͞
pseudonymized data Based on strict General Data Protection Regulation (GDPR)

wording, pseudonymous data is such data for which if the
key is not known, it can be considered anonymous. See DT-3
in appendix A.ͣ. As discussed in appendix A.ͣ, this deϐinition
substantially differs from previous deϐinition, where
pseudonymous data has been equivalent to coded data..
ͧ͠–͡͠, ͢͡, ͤ͡, ͦ͡, ͤͤ, ͤͥ, ͥͣ

RBAC Role-Based Access Control. ͡, ͤ͟, ͤ͡–ͤͣ, ͥ͢
RDA Research Data Alliance. See https://rd-alliance.org/
REMS Resource Entitlement Management System.

http://www.csc.fi/rems and [ͦ], ͤ͡

S/MIME Secure/Multipurpose Internet Mail Extensions is a standard
for public key encryption and signing email data in MIME
format, deϐined in RFCs ͤͧ͡͡, ͥ͡͡͞, ͦͣ͡͞, and ͦͣ͟͡.. ͠͡

SAML V͠.͞ Security Assertion Markup Language, Version ͠.͞. See
https://www.oasis-open.org/committees/security/, ͣ͢,
ͣͧ

Shibboleth Federated identity system [ͧ, ͟͞], https://shibboleth.net/.
ͣ, ͤ, ͦ, ͣ͢, ͤ͟

SNOMED CT Clinical health terminology by The International Health
Terminology Standards Development Organisation (IHTSDO).
See http://www.ihtsdo.org/snomed-ct. ͣ͟

SOP Standard Operating Procedure. ͤ͟, see

ͥ/ͦ͞

http://opendatacommons.org/licenses/odbl/
http://openid.net/
http://openprovenance.org/
http://www.w3.org/TR/prov-dm/
https://rd-alliance.org/
http://www.csc.fi/rems
https://www.oasis-open.org/committees/security/
https://shibboleth.net/
http://www.ihtsdo.org/snomed-ct
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SP Service Provider. See Shibboleth, ͣ͢, ͣͣ, ͣͧ–ͤ͟, ͤ͢
SSH Cryptographic network protocol for operating network

services securely over an unsecured network. See RFC ͣ͢͟͠.
͡͡

SSL Secure Socket Layer. ͥ͟, ͥͥ
SSO Single Sign On. ͣͤ
STORK Secure idenTity acrOss boRders linked.

https://www.eid-stork.eu/, ͣͧ
STORK ͠.͞ Secure idenTity acrOss boRders linked ͠.͞.

https://www.eid-storkɵ.eu/, ͣͧ
STRIDE Spooϐing, Tampering, Repudiation, Information Disclosure,

Denial of service, Elevation of privilege. [͠], ͠, ͧ, ͟͟, ͣ͟, ͢͞,
ͧ͢–ͣ͟, ͤ͡

TCS Service to provide variety of trusted digital certiϐicates to
research and educational institutions. See
https://www.terena.org/activities/tcs/. ͢͠, ͡͠

TLS Transport Level Security. ͠͠–͢͠, ͡͞, ͡͠, ͡͡, ͦ͡, ͥ͟
TSD Secure platform for processing sensitive data. See

https://www.norstore.no/services/TSD and for TSD ͠.͞
https://www.usit.uio.no/prosjekter/tsdɵɱ/. ͣ͟, ͤͣ

VOPaaS VO Platform as a Service provided by GÉANT. GÉANT and [͟͟,
͟͠], ͤ͞

WAYF Where Are You From service. See Shibboleth, ͣ͢, ͣͣ, ͤ͞
WHO World Health Organization. ͤ

ͦ/ͦ͞

https://www.eid-stork.eu/
https://www.eid-stork2.eu/
https://www.terena.org/activities/tcs/
https://www.norstore.no/services/TSD
https://www.usit.uio.no/prosjekter/tsd20/
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͟. Introduction

BBMRI-ERIC IT ecosystem deals with human material and data as the principal component
and therefore the privacy by design paradigm is very important. Privacy protection is com-
prised of analysis of risks and design of countermeasures, such as appropriate use of privacy-
enhancing technologies and security measures.

This deliverable of the ADOPT BBMRI-ERIC project summarizes: architectures of main tools
currently being implemented or anticipated to be implemented, the risk analyses and how
the security & privacy protection is incorporated into these. Because of pan-European and
the possibly global impact of BBMRI-ERIC, we are also exploring compliance to the recom-
mendations of the Global Alliance for Genomics & Health (GA͢GH), which focuses on rules
for providing and sharing genomics and clinical data worldwide. The main part of this deliv-
erable is organized as follows: Section ͠ provides basic overview of overall IT architecture of
BBMRI-ERIC and datamanagement strategy. It discusses the basic types of data BBMRI-ERIC
deals with, as well as their life cycle and sharing. Themain part of the deliverable is section ͡,
which describes architecture of each system (following from use case), analyses data storage
and data ϐlows and discusses risks associated with these, using Spooϐing, Tampering, Repu-
diation, Information Disclosure, Denial of service, Elevation of privilege (STRIDE) and Link-
ability, Identiϐiability, Non-repudiation, Detectability, Disclosure of information, Content Un-
awareness, Policy and consent non-compliance (LINDDUN) methodologies, discusses types
of data processed, deϐines privacy and security measures and maps the result to the GA͢GH
Security Infrastructure requirements.

As security and privacy protection are one of the cornerstones of BBMRI-ERIC, this document
naturally builds on previous developments in the BBMRI-ERIC IT community, namely on
the Security & Privacy Requirements document delivered by the BBMRI Competence Centre
of EGI-Engage (EGI-Engage Milestone document Mͤ.͠), reusing material into appendices A
and B. These sections have been also updated in order to make the terminology compliant
with the latest interpretations of the upcomingGDPR, namelywith respect to different seman-
tics of the word “pseudonymized data” and “pseudonymization”. These sections can be un-
derstood as background information for the readers not familiar with some of the important
privacy and security concepts as well as with previous developments in the BBMRI-related
community.

It is important to understand that while the ADOPT BBMRI-ERIC Deliverable D͡.͠ is a static
snapshot of the Security & Privacy Architecture at the time of contractual delivery, this docu-
mentwill be continuously updated after releasing the deliverable. This is common procedure
for all security & privacy policies, as these must reϐlect latest developments of tools as well
as latest advances in privacy protection and computer security.

ͧ/ͦ͞
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͠. IT Architecture and DataManagement Strategy of BBMRI-ERIC

BBMRI-ERIC relies on a component-based software stack with well-deϐined components of
reasonable size (preferably not excessively large), interconnected using well-deϐined and
well-documented APIs. The component diagram is shown in ϐigure ͟ and relevant compo-
nents (in production or under development) are described in further detail in section ͡. Ar-
chitecture of the system is fully distributed, following the distributed architecture of BBMRI-
ERIC itself, where it is called “hub and spokes” with central level, level of National or Organi-
zational Nodes, and individual biobanks level. This architecture is applied to all the aspects
including the long-term data storage and curation, querying data, and migration of computa-
tions to data, etc. The architecture is, however, not only forwarding all the queries to the des-
tination layers (from central BBMRI-ERIC via National or Organizational Nodes to biobanks)
and retrieving results from there, but it must support temporary data caching for those ser-
vices that prioritize performance. From this perspective, BBMRI-ERIC has no ambition to
setup large central storage facilities, although somemembers or speciϐic BBMRI-ERIC-related
projects may opt for aggregation of data into highly secure storage systems.

Underlying network/
computing/storage
infrastrucure

Distributed/federated authentication

Networking - including VPNs and interfaces to the biobank/hospital systems

Logging & auditing

Privacy, pseudonymization, anonymization
tools

User Interfaces Machine readable interfaces

Databases with support for semantics and 
federations

Directory Negotiator

Core computer infrastructure
Cloud infrastructures with support for private clouds & 

moving computation to data

Locator
Sensitive Data 

Processing 
Platform

Clinical 
records 

extraction

Collaborative 
systems

…

Translation of 
ontologies

Reference 
Tools for 
Biobanks

Middleware (both
BBMRI-ERIC & external)

BBMRI-ERIC applications

Distributed/federated authorization

Figure ͟: Software stack of BBMRI-ERIC IT system. Orange components are assumed to be
built by BBMRI-ERIC, blue components are expected from other e-Infrastructures.
Orange-blue components are assumed to be developed jointly with other e-
Infrastructures.

From the data exchange perspective, BBMRI-ERIC is committed to FAIR principles͟ (Find-
able, Accessible, Interoperable, Reusable), extended by additional principles on quality and
privacy protection.͠ This implies that access is only provided to authorized users, i.e., typ-
ically researchers who work on research projects that have been reviewed by a competent
ethical review board.

͟Data FAIRport, http://datafairport.org/
͠This relates to a yet unpublished paper by BBMRI-ERIC contributors on extending the FAIR principles to FAIR
QIP.

͟͞/ͦ͞

http://datafairport.org/
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Furthermore, BBMRI-ERIC is committed to comply with Security Infrastructure guidelines
provided by GA͢GH.͡ The main risks identiϐied by GA͢GH are subset of the risks taken into
account in this document using STRIDE and LINDDUN methodologies, with the mapping as
shown in table ͠. Compliance to individual subsections ͢.x of Security Infrastructure will be
discussed for each use case later in section ͡.

GAͦGH risk STRIDE LINDDUN

breach of conϐidentiality
(CO-͟)

information disclosure,
elevation of privilege

breach of individual privacy
and autonomy (CO-͠)

information disclosure all

corruption/destruction of
data (CO-͡)

tampering, denial of
service

disruption of availability
(CO-͢)

denial of service

adverse publicity due to
unethical/illegal/
inappropriate actions (CO-ͣ)

all all

Table ͠: Mapping of the risks identiϐied in the GA͢GH Security Infrastructure to STRIDE and
LINDDUN risks. All risks for STRIDE are identiϐied as: spooϐing, tampering, repudi-
ation, information disclosure, denial of service, elevation of privilege. All risks for
LINDDUN are identiϐied as: linkability, identiϐiability, content unawareness, policy/-
consent non-compliance. Lastly, CO-ͣ is focused on GA͢GH, but can be equally ap-
plied also to BBMRI-ERIC or any other medical research infrastructure.
Note that Section ͢.͠ in the Security Infrastructure document by GA͢GH, which de-
ϐines the CO-* labels, is to be replaced by Security & Privacy Policy once ϐinalized by
the GA͢GH Regulatory and Ethics Working Group.

A typical workϐlow starts with an authenticated user searching for samples and/or data, or
trying to identify biobanks to start collaboration with (see the BBMRI-ERIC Directory, Sam-
ple/Data Negotiator, and Sample/Data Locator components described in section ͡). Before
accessing samples and/or actual privacy-sensitive data (data that is personal and not anon-
ymous – see requirement Req-4 on page ͥ͢ for deϐinition and discussion of (de facto) anon-
ymized data) – the user must submit a project which typically undergoes ethical evaluation,
and only users with approved projects may be allowed any further. The users then request
the samples and/or data and negotiates with biobankers. At this step, the user’s request
may still be rejected for several reasons: the samples or data may not be adequate for the
intended purposes or the samplemay be reserved for another project with higher priority or
for another purpose (e.g., biobanks make certain samples reserved for quality management
purposes including veriϐication of previous experiments in case of dispute). Once the user’s
request is approved, the user signsMaterial Transfer Agreement (MTA) and/or Data Transfer
Agreement (DTA) and the sample/data is transferred to the user.

͡https://genomicsandhealth.org/category/search-topics/policy or https://genomicsandhealth.org/
files/public/SecurityFramework-vɴ.ɴ-ɵɱɴɸ-ɱɶ-ɴɵ-FINAL.pdf

͟͟/ͦ͞

https://genomicsandhealth.org/category/search-topics/policy
https://genomicsandhealth.org/files/public/SecurityFramework-v1.1-2015-03-12-FINAL.pdf
https://genomicsandhealth.org/files/public/SecurityFramework-v1.1-2015-03-12-FINAL.pdf
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When processing privacy-sensitive data, it is typically required that directly identifying data
never leaves the biobank (or if the biobank is outside of the clinical facility, this data may
not even reach the biobank). Depending on the type of the request, the biobank can trans-
fer either (de facto) anonymized data or coded data with strong-enough MTA/DTA that pre-
vents recipients from any re-identiϐication attempts. Alternatively, the federated approach
to the analysis can be used, which means that the processing of coded data or even directly
identifying data takes place inside the biobank and only the aggregate anonymized data is
sent out to the researcher; this has been previously described and demonstrated, e.g., using
DataSHIELD͢ [͟͡–ͣ͟].

Because of size of the data and its nature, the paradigm of moving computations to data,
can substantially improve the computational applications. This has been promoted in last
͟͞ years and has become practically available with the advent of cloud technologies that can
be deployed also within the perimeter of a biobank; use of private clouds for processing of
biobank data has been developed and demonstrated by the BiobankCloud project.ͣ An ex-
tended version of this scenario is envisioned by the Sensitive Data Processing Platform com-
ponent in the software stack diagram.

Another speciϐic aspect of the BBMRI-ERIC infrastructure is the heterogeneity of data that
is collected in the biobanks and that needs to be mapped into consistent integrated data
sets. Therefore BBMRI-ERIC works with federated databases with semantic data support
(triple store systems) and translation of ontologies, which have been worked upon, e.g., in
the BioMedBridges project.ͤ Speciϐic issues for the clinical biobanks arise from unstructured
parts of clinical records that are on one hand one of the most valuable sources of informa-
tion, but on the other hand require reliable extraction including natural language processing,
which is still a research challenge.

͠.͟. Data Organization Description

The schema below tries to provide an overview of data storage locations. Please note there
are two major types of biobanks that differ in how they store and access data in most cases:
(a) population biobanks, which typically store all the relevant data inside the biobank to-
gether with the biosamples, (b) clinical biobanks, which rely on their connection to the clin-
ical source of biosamples/data (hospital or other healthcare provider) and which typically
need to query that source for more detailed data beyond the very basic data structure that is
transferred initially together with the biosample.

(1) Data stored inside a biobank.

This is data that is stored within physical or at least logical perimeter of the biobank.
Typically comprises several subtypes:
(1a) Data generated inside a biobank.

͢http://www.pɶg.org/biobank-toolkit/datashaper
ͣhttp://www.biobankcloud.com/
ͤhttp://www.biomedbridges.eu/

͟͠/ͦ͞

http://www.p3g.org/biobank-toolkit/datashaper
http://www.biobankcloud.com/
http://www.biomedbridges.eu/
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Typically operational data related to the biosamples, such as information about
storage systems where the samples are located. In some cases, biobanks also per-
form further biosample analysis on their own, such as sequencing.
Example data: location of biosamples (in storage system).

(1b) Data received together with the biosample and stored in a biobank.

This is the data the comes into the biobank as a part of ingestion of the biosample
into the biobank storage system. For clinical biobanks, it may consist of a subset
of structured clinical data, while for population biobanks it may contain complete
data set collected in the research/study about the donor.
Example data: (a) description of the sample (information on how and when the
sample was taken and processed), (b) excerpt of structured patient’s clinical data
(pre-approved structure – typical for the clinical biobanks), (c) donor-related in-
formation related to the purpose of the research or biobank, such as life-style data,
phenotype data, etc. (typical for the population biobanks).

(1c) Data generated outside biobank and stored in a biobank.

Example data: omics data generated by a user of a biobank, which is returned back
to the biobank.

(2) Data used by biobanks but stored outside the biobank.

This category is typical for clinical biobanksdetached fromthehospital on a technical or
administrativebasis.ͥ For anydata access that is not part of the initial data transferwith
the biosample (Item (1b)), the biobank needs to apply for the data from the hospital
information systemmanagers.
Example data: clinical records of patients.

(3) Data stored at national level.

Amounts and types of the data stored on this level varies largely based on the type
of the national node. Typically consists of administrative/operational data of the na-
tional node itself anddata linking to the biobanks. For some (typically smaller) national
nodes, it may also store some data on behalf of the biobanks.
Example data: (a) Lists of interfaces to the biobanks, (b) authorization data for the ser-
vices on thenational level, (c) access/usage logs, (d) data query caches, (e) registry data
on behalf of biobanks (if there is no on-line interface for the biobank), (f) terminology
mappings.

(4) Data stored at central BBMRI-ERIC level.

This typically consists of administrative/operational data anddata linkingnational nodes
to the central BBMRI-ERIC level. BBMRI-ERIC intentionally avoids storing any privacy-
sensitive data on the central level.
Example data: (a) Lists of interfaces to the national node services and service discovery,
(b) terminologymappings, (c) authorization data for the services on the central BBMRI-
ERIC level, (d) access/usage logs, (e) data query caches.

ͥThis happens often that biobanks are considered research infrastructures and as a part of their institutional-
ization, they become detached from the clinical network in the hospital and from the hospital information
systems, even though they may still reside in the same hospital premise.

͟͡/ͦ͞
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(5) Data stored outside of EU.

This data may consist of any of the previously described data types (Items (1)–(4)),
but regulations of other countries as well as European Union apply, if integrated into
BBMRI-ERIC.

As one can see from the list above, BBMRI-ERIC features a fully federated and distributed ar-
chitecture with distributed databases in autonomous organizations and organizational units
(working under same umbrella of BBMRI-ERIC allowing for the federated operations) and
distributed querying.

Data life cycle and traceability. An important aspect for traceability, are data modiϐica-
tions/updates, which are an inherent part of the data life cycle in the BBMRI-ERIC ecosystem.
This aspect is particularly critical for the clinical biobanks, where the data coming from the
clinical practice may come in largely varying quality and may require several rounds of re-
ϐinement before they become usable for further research. The issue of data improvements
and ϐixes should not be underestimated, however, even for other types of biobanks. The pri-
mary data can be only edited on the level where they are stored, see the Items (1)–(5). All
the changes must result in a traceable and identiϐiable changes that can be used, e.g., in the
provenance graphs [ͤ͟, ͥ͟].

͟͢/ͦ͞
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͡. Architecture

This section describes the security architecture using the basic BBMRI-ERIC use cases [ͦ͟],
which are the core of IT development, as a part of Common Service IT of BBMRI-ERIC and
supported by WP͡ of ADOPT BBMRI-ERIC project:

• S+UCs-͟: biobank browsing/lookup – implemented by BBMRI-ERIC Directory;

• S+UCs-͠: negotiation of access to samples – implemented by Sample/Data Negotiator;

• S+UCs-{ͣ,ͤ}: lookup of samples – implemented by Sample/Data Locator;

• S+UCs-ͣ͟: secure scalable data processing – to be implemented outside of the scope of
ADOPT BBMRI-ERIC project.

The additional use case of secure scalable data processing, which is not subject to the ADOPT
BBMRI-ERICproject, is only brieϐlymentioned in this document, as it is also part of the overall
architecture. This is expected to be implemented by the trusted computing platforms such
as MOSLERͦ and TSDͧ and possibly also by utilizing cloud service providers compliant with
the standards generally accepted for processing of Personally Identiϐiable Information (PII)
in medicine and medical research (appendix A.ͦ).

Data FlowDiagrams (DFDs) are used tomodel use cases of BBMRI-ERIC [ͧ͟], in order to eval-
uate them using STRIDE and LINDDUN (appendix A.͟), as described in the previous section.
This analysis results in the deϐinition of requirements for implementation of those services.

Beyond the main components implementing the use cases discussed in this section, there is
also an Ontology Translation Service. With the distributed nature of BBMRI-ERIC, the data
comes in many different ontologies even in a single domain.͟ ͞ As data harmonization and
ontology translation is an extremely important service for other tools (such as BBMRI-ERIC
Directory, Sample/Data Negotiator and Locator), we deϐine it as a separate component with
well-deϐined interfaces to be incorporated into other applications. This service will be dis-
cussed as a part of each of the use cases where appropriate.

Measures tomitigate security risks proposed in this document are denoted using global num-
bering such as measure Me-1 on the following page. They are discussed ϐirst as general mea-
sures for the whole BBMRI-ERIC IT infrastructure and its operations, and then speciϐically
for each modelled use case.

ͦhttps://bils.se/resources/mosler.html
ͧhttps://www.norstore.no/services/TSD

͟͞Anice illustration is simple diagnosis coding, where not all the European countries use standard ICD-͟͞ system
and some use nationally customized variants of it of or customized variants of SNOMED CT.

ͣ͟/ͦ͞
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͡.͟. Security Architecture of BBMRI-ERIC IT Infrastructure and its Operations

This section deϐines basic operational principles, that are common for all the systems and use
cases. Alsonote that the systemsoperatedbyBBMRI-ERICdonotpermanently storepersonal
data (data type DT-1 on page ͤͤ – including coded data), unless explicitly stated otherwise.
This architecture and security measure applies to the whole BBMRI-ERIC IT infrastructure,
including all the services operated by BBMRI-ERIC Common Service IT (CS IT) contributors.

Note that these principles are also to be applied on the level of biobanks and possibly other
organizations operating their own infrastructure (e.g., National or Organizational Node) as
minimum requirements, where measures can be hardened as appropriate; biobanks retain
their own responsibility for operating their systems.

User Management for Operations. User managements for operation focus on the staff
providing services, not on the users of these services, which is handled per use case below.

Me-1 User accounts are strictly individual and must not be shared.
Me-2 Account generation shall followawell-documented standardoperatingprocedure (SOP)

and shall be documented.
Me-3 Both identity veriϐication and authentication instances must be LoA ≥ 2.
Me-4 If only passwords are used for authentication (compared to using hardware tokens

and/or multi-factor authentication), the passwords must be ͟͠ characters long at min-
imum and must follow common guidelines [͠͞, ͟͠].

Me-5 Failed logins must be logged and system administrators must be notiϐied about more
than ͡ consecutive login attempts. More than ͡ consecutive logins shall result in time
delay before additional login attempt is allowed.

Me-6 Inactivity logout or screen lock should be employed.
Me-7 User groups or roles are used for access control to resources and these groups/roles

should be documented. Least privilege principle should be applied and privileges re-
viewed periodically to avoid collection of access over the time.

Physical Security.

Me-8 Server infrastructuremust be physically accessible only to the designated IT personnel.
This includes access to server rooms or their speciϐic compartments. Physical access
rights to the servers must be documented and for systems storing personal data (data
type DT-1 on page ͤͤ – including coded data) also individual accesses must be logged
for minimum of ͢͠ months (cf. measures Me-38-1 and Me-44-1 on page ͟͡ and on
page ͦ͡).

ͤ͟/ͦ͞
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System Protection, System Separation, and Network Protection.

Me-9 Server systems shouldbe clearlypurposed, documentedand separated fromother servers
at least on the level of virtual machines.

Me-10 Any system (server or client) connected to the network must be protected on its own,
including applying automated security updates, network connection protection (local
network trafϐic ϐiltering), virus/malware detection software, and intrusion detection
software.

Me-11 Systems should be hardened before putting them into production. This includes not
running any excessive services and should not have unnecessary applications installed
(i.e., applications not needed for operations and support). Vendor recommendations
on hardening shall be applied as available and appropriate.

Me-12 Default passwords must not be used by any system connecting to the network or by
systems they deliver network functionality.

Me-13 Networks must be protected by network trafϐic ϐiltering with clearly documented (but
not necessarily published) rules. Least privilege principles shall be applied when con-
structing ϐirewall rules, i.e., only legitimate and documented services will be allowed
and only the minimum necessary trafϐic will be enabled for them to operate.

Me-14 Application of network-wide virus/malware detection and intrusion detection is highly
recommended.

Me-15 Only authorized systems may connect to the server segments of CS IT network infras-
tructure. Server segments must be clearly isolated from any networks that allow for
connecting computers of common users (i.e., not CS IT staff on duty).

Software Development & Deployment.

Me-16 Any BBMRI-ERIC software must be tested by automated integration testing (including
unit testing) before it is deployed into the production.

Me-17 BBMRI-ERIC Common Service IT mandates a clear hand over from the development to
the operation. This includes transfer of knowledge (training, documentation) neces-
sary for operating and supporting services.

Me-18 Any software installed must come from trusted installation sources (original media,
signed software packages, etc.).

Me-19 When any security defect or vulnerability is found in any of BBMRI-ERIC software, it
has to be corrected as soon as possible and the respective software releasemust clearly
mark that the defect has been resolved. Internal documentation of the software devel-
opment teammust also document how the problem was resolved.

Me-20 BBMRI-ERICCS ITdevelopment teamsare responsible formonitoring softwareonwhich
their systems are dependent. When the dependent software is packaged as a part of
their distribution package for operational deployment, the complete package has to be
updated as soon as possible.

ͥ͟/ͦ͞
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Me-21 BBMRI-ERICCS IToperations team is responsible formonitoring applicationof security
updates to the deployed systems, including BBMRI-ERIC own software and third-party
software.

Me-22 As additional measure to decrease chance of intrusion, the development teams are re-
sponsible for notifying operations teams about required security updates for both their
own software packages as well as required third-party software.

Security Incident Handling.

Me-23 Any security incident must be properly investigated and documented. This documen-
tation must involve identiϐication of the source of the incident, consequences of the
incident and corrective actions taken.

Me-24 BBMRI-ERIC IT and Data Protection Manager must be informed about any security in-
cidents concerning BBMRI-ERIC IT infrastructure. Any affected third parties shall be
notiϐied, too.

Me-25 BBMRI-ERIC and its CS IT contributors are obliged to take over and handle any inci-
dents reported by respective Computer Security Incident Response Teams (CSIRTs).

User Training.

Me-26 CS IT will organize a yearly webinar-based security and data protection oriented train-
ing for its staff.

Me-27 Data protection and privacy aspects shall be included in all the relevant training curric-
ula produced by or supported by BBMRI-ERIC.

ͦ͟/ͦ͞
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Figure ͠: Detailed overview of interaction of components of BBMRI-ERIC Directory, modeled
using MSC.

͡.͠. S+UCs-͟: Biobank browsing/lookup

This use case dealswith publishing highly aggregated information about biobanks, collection,
biobank networks, other possible entities in the future (e.g., datasets without samples) and
with various users accessing this information. In the future, it can be extended to publishing
more detailed information, but only such that is considered (de facto) anonymized data (see
appendix A.ͣ.͟ on page ͤͧ and requirement Req-4 on page ͥ͢ for discussion). In practice, this
use case is implemented by the BBMRI-ERIC Directory.͟ ͟

BBMRI-ERIC Directory A distributed tool to provide highly aggregated information about
biobanks, biobank networks, sample and data collections, and studies. This tool is primarily
intended for the researchers to identify biobanks that may potentially have samples/data of
their interest. The data is typically collected from the local biobanks via national nodes to the
central level of BBMRI-ERIC, while national nodes utilize this structure to also run their na-
tional directories. This tool is used to assign identiϐiers to all the entities (biobanks, biobank
networks, sample and data collections, studies), which can be further used not only for repro-
ducibility and traceability, but also to assess their impact.͟ ͠ A detailed view of BBMRI-ERIC
Directory modeled using Message Sequence Chart (MSC) is shown in ϐigure ͠.

͟͟http://bbmri-eric.eu/bbmri-eric-directory
͟͠See, e.g., BioResource Impact Factor (BRIF)͟͡ [͠͠, ͠͡].

ͧ͟/ͦ͞
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͡.͠.͟. DFD-Based Modeling

As shown in a DFD in ϐigure ͡, the system comprises three levels: (a) biobanks, (b) BBMRI-
ERIC national nodes, and (c) BBMRI-ERIC central level. BBMRI-ERIC biobanks generate the
metadata from their primary databases, usually a Biobank Information Management System
(BIMS), and send it to the national node. The national node typically provides both a web
interface presenting their national data and amachine readable interface (online query inter-
face) to be used by internal andwith some restrictions also external tools. The national nodes
publish the data to the central level of BBMRI-ERIC, which again provides web interface as
well as programmatic interface. Optionally the national nodes can also get information from
the central level, so that their users may see similar results on the European level in addition
to information from their national node.

Because data may come with different ontologies, the biobank metadata generator may also
obtain data harmonization recipes from either BBMRI-ERIC ontology translation databases,
or fromexternal databases. This process does not involve sending the data out of the biobank,
as only recipes (algorithms) are received and thus no privacy-sensitive data is transmitted.
The same process may also occur on the national node level or central level, but it is omitted
for the sake of simplicity from the diagram, since no privacy-sensitive data is involved.

BBMRI-ERIC infrastructure is also capable of dealingwithnon-BBMRI-ERICbiobanksorwhole
biobank networks, which are shown as “external biobank” in the ϐigure ͡. Information from
these can be ingested either on the national level and republished into central BBMRI-ERIC
level by the national node. Alternatively the external biobanks and biobank networks can be
ingested directly into the central BBMRI-ERIC level; thismechanism is primarily intended for
international biobank networks.

͡.͠.͠. Data Types Employed

In this scenario, any data that gets out of the biobank (BBMRI-ERIC biobank or external
biobank) is highly aggregated metadata (or anonymous data) about biobanks, their capabili-
ties and their sample and data collections. The metadata typically includes:

• biobank level: information about the institutional aspect of the biobank, such as IDs
of the biobank, juridical person (hosting and legally responsible institution), contact
information, capabilities of the biobanks (what services it can offer, such as hosting
various material types, processing data, etc.);

• collection level: type of the collection, amount of samples/data sets, types of the mate-
rial stored, age ranges and sex of participants (patients/donors), available diagnoses,
and collection-speciϐic contact information. Collection-level data is expected to become
more granular in the future (creating ϐiner-grained sub-collections, e.g., reϐlecting stan-
dard operating procedures for retrieval, processing, and storing samples), resulting in

͠͞/ͦ͞
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Figure ͡: S+UCs-͟: Biobank browsing/lookup using the BBMRI-ERIC Directory.
Note that data harmonization may also occur on the national node level or central
level, but this is omitted from the diagram for simplicity reasons, as no privacy-sen-
sitive data is transmitted during this process. Semantics of DFD is described in ap-
pendix A.͟ on page ͧ͢, datatypes DT-n are used based on appendix A.ͣ on page ͤͣ.

͟͠/ͦ͞
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number of samples for each combination of parameters, while ensuring the data is still
(de facto) anonymized data – see requirement Req-29 on page ͥͧ.

Overall, the data can be considered either non-human data (data type DT-5 on page ͤͤ) or
(de facto) anonymized data (data type DT-2 on page ͤͤ) due to very high level of aggregation.

Note on contact information: For the purposes of this document, the contact information
of a collection or a biobank or a biobank network (including phone number and email) is
not considered personal information, i.e., it is data type DT-5. Such information is the ofϐicial
institutional contact and as such it does not fall under the protection of personal informa-
tion. In many cases, such contact information also points into helpdesk or request tracking
systems.

͡.͠.͡. Security & Privacy Protection Measures

Me-28 Data protection
Me-28-1 Privacy-sensitive data (data type DT-1) stays in a biobank as only metadata leave

the biobank. Metadatamay include only highly aggregated (de facto) anonymized
data DT-2) complying with requirement Req-4 and non-human data DT-5), thus
complyingwith requirementReq-1andminimumaccess control requirementReq-6.

Me-28-2 Biobanks are responsible for protecting against unauthorized access to their sys-
tems including metadata generator service, thus fulϐilling requirement Req-1. Fur-
thermore biobanks are obliged to complywith requirement on accountability and
archiving described in appendix B.͠ on page ͥͣ.

Me-29 Data anonymity
Me-29-1 biobanks are responsible for ensuring that the collection-level information is anon-

ymous to thenational/European standards, according to requirementsReq-4andReq-29,
Me-29-2 national nodes are responsible for verifying data anonymity status required by

measure Me-29-1 if data ϐlows to the central service via national node,
Me-29-3 central BBMRI-ERIC is responsible for verifying data anonymity status required

by measure Me-29-1 in exceptional cases where data ϐlows does not go via na-
tional node.

Me-30 Data integrity and authenticity
Me-30-1 when data is transmitted into the BBMRI-ERIC Directory service component us-

ingmachine-to-machine communication, channels are encrypted using Transport
Level Security (TLS)͟.͟ orhigher (forHTTPS/JSONand forLDAP– see appendixA.ͥ)
and the originating server is authenticated using a server certiϐicate conϐirmed by
the national node or a biobank using an independent channel (signed email or
telephone),

͠͠/ͦ͞
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Me-30-2 when data is entered manually using web-based user interface, channels are en-
cryptedusingTLS ͟.͟ or higher (forHTTPS) and the person is authenticated either
using federated authentication or using local account,

Me-30-3 when data is sent by email: email must be signed by a S/MIME using a trusted
certiϐicate,

Me-30-4 accessmust be available via secure communication channel usingTLS͟.͟orhigher,
although insecure channels may be provided in addition.

Me-31 In order tomitigate Denial of Service (DoS) attacks, per-client request throttling should
be enabled for anonymous users. (Note that this does not prevent sophisticated large-
scale Distributed Denial of Service (DDoS) attacks.)

Me-32 Data recovery/disaster plan
Me-32-1 all the primary sources of information is regularly backed up,
Me-32-2 data cached centrally on the BBMRI-ERIC Directory server is backed up on daily

basis with minimum of ͡͞ days backup availability.
Me-33 Logging and auditing is done based on policies of participating institutions, except for

biobanks, which must also comply with requirement on accountability and archiving
described in appendix B.͠ on page ͥͣ (see also measure Me-28-2).

͡.͠.͢. Mapping to GA͢GH Security Infrastructure

• ͢.͟ – Information Security Responsibilities:

– Individuals = research participants,
– Data Stewards = BBMRI-ERIC + national nodes + biobanks
– Data Service Providers = BBMRI-ERIC (+ national nodes)
– Application Service Providers = BBMRI-ERIC (+ national nodes + biobanks and
their software vendors + third party software vendors)

– Infrastructure Service Providers = BBMRI-ERIC (+ national nodes)
– Service Consumers = researchers, biobankers, BBMRI-ERIC, national nodes, re-
search participants, policy makers

• ͢.͡ – Identity Management:

– N/A – this use case deals only with highly-aggregate (de facto) anonymized data
(DT-2) and non-human data (DT-5),

– optional authentication (LoA ≥ 0) may be provided for storing user preferences.

• ͢.͢ – Authorization Management:
͢.ͣ.͟ – Access Control:
͢.ͣ.͠ – Privacy Management:
͢.ͣ.͡ – Audit Log Recording and Review:

͠͡/ͦ͞
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– N/A – this use case deals only with highly-aggregate (de facto) anonymized data
(DT-2) and non-human data (DT-5).

• ͢.ͣ.͢ – Data Integrity:
͢.ͣ.ͣ – Non-repudiation:

– service-to-service authenticationandcommunication channel encryption (TLS͟.͟
ornewer) for reception/aggregationof data (biobanks→national nodes→BBMRI-
ERIC Directory),

– service authentication and communication channel encryption (TLS ͟.͟ or newer)
for retrieval of the data by users,

– server certiϐicates issued by one of the commonly accepted Certiϐication Author-
ities (CAs) (e.g., server certiϐicates provided via TERENA Trusted Certiϐicate Ser-
vice (TCS) will be sufϐicient for this purpose).

• ͢.ͤ – Cryptographic Controls: ͢.ͥ – Physical and Environmental Security:

– N/A – this use case deals only with highly-aggregate (de facto) anonymized data
(DT-2) and non-human data (DT-5).

• ͢.ͥ – Physical and Environmental Security:
͢.ͦ – Operations Security:
͢.ͧ – Communications Security:

– not required – this use case deals only with highly-aggregate (de facto) anony-
mized data (DT-2) and non-human data (DT-5),

– it will be implemented tominimumextent (for cost reasons) to prevent tampering
with the data.

• ͢.͟͞ – Service Supplier Assurances:

– BBMRI-ERIC does not use external service suppliers (contributors to CS IT are
considered part of BBMRI-ERIC and contractually bound to act as such).

͢͠/ͦ͞
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͡.͡. S+UCs-͠: Sample/Data Negotiator

This use case is about simplifying negotiation of access to samples and data between the
sample/data custodians (biobankers andmanagers/operators of other bioresources) and re-
questers. A typical problem in this scenario, as it is implementedmanually now, is that (a) the
requesters often provide insufϐiciently speciϐied requests that need to be reϐined with each
biobank that might potentially have samples, (b) the requester needs to communicate with
multiple (potentially tens or hundreds) of candidate biobanks at the same time. As a part
of this process, biobankers also need to assess suitability of their samples/data for intended
analytical methods. Such an approach creates tremendous overhead on both requester and
participating biobanks, as it results in communication in the order of N ∗ M steps for each
request, where N is the number of requesters and M is number of biobanks. With the Sam-
ple/Data Negotiator in place, it is sufϐicient if a single biobank helps to reϐine the request or if
multiple biobanks reϐine different aspects of the request. Hence the communication complex-
ity is lowered to approximately N + M. In the future the workϐlowmay also support optional
sample reservations and access to other services offered by the biobanks (such as sample/-
data hosting).

For requesting human samples or privacy-sensitive data, this use case presumes the requester
has a project that has been approved by an ethical committee. This is particularly important
since as a part of the negotiation, the custodian (biobanker) needs to assess compliance of
the project for that samples/data are requested with the informed consent for the candidate
samples/data – see requirement Req-5 on page ͥͣ and requirement Req-32 on page ͥͧ.

The sample reservations are intended for situations when a project application is only submit-
ted for evaluation (incl. evaluation by ethical committee) and the user needs a time-limited
guarantee, that if the project is accepted, they can have access to the samples necessary for
conducting the research. From the data ϐlow perspective, this follows the same two-step pro-
cess aswith the sample access (i.e., querying for the samples/data as the ϐirst step and access
to the samples/data as second step), except that the actual sample access is replaced by time-
limited sample reservation. Sample reservations can either expire after predeϐined time or
can be deleted explicitly the project proposal is known to be rejected.

Sample/Data Negotiator is the web-based tool intended to implement this use case. Both
requesters and biobankers interact using web-based forms, creating an environment simi-
lar to well known discussion forums with speciϐic visibility properties: reϐinement commu-
nication within each request is visible to all the candidate biobanks (hence no need to ask
and answer identical questions), while the offers of samples/data set from biobanks to the
requester are treated as conϐidential. The requester provides structured and unstructured
data and project description as a part of the request. The Sample/Data Negotiator interacts
with the BBMRI-ERIC Directory to query candidate collections based on structured data in
each request, andwith the groupmanagement system inAuthenticationandAuthorization In-
frastructure (AAI) to retrieve contact information for each relevant collection (or biobank or
biobank network, depending on communication preferences of the speciϐic collection). The
communication schema using MSC is shown in ϐigures ͢ and ͣ.

ͣ͠/ͦ͞
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In the future it is expected that the Sample/DataNegotiatorwill also interface to Sample/Data
Locator to achieve higher speciϐicity when identifying candidate biobanks – this interface is
yet to be speciϐied.

Requester Directory UI Negotiator

Biobanks

Biobank1

Biobanker1

Biobank2

Biobanker2

Biobank3

Biobanker3

Simple Negotiator in conjunction with Directory - Phase II

1: proceed to negotiation

2: proceed to negotiation

transferred: structured parameters (= filters),
candidate collection IDs

3: request: structured data & unstructured data & project

4: request

5: refine

6: NO

7: refinement requested

8: refined request

9: refined request

10: offer

11: offer

12: available offers

note that the offers are only made
available to the requester - the biobanks

do not see offers of other biobanks

http://msc-generator.sourceforge.net v5.2.1

Figure ͢: High-level overview of interaction between the Sample/Data Negotiator and its
users modeled using MSC.

͡.͡.͟. DFD-Based Modeling

As shown in ϐigure ͤ on page ͦ͠, the whole process starts with the requester communicating
via the BBMRI-ERIC web interface with the request tracker process. The request is persis-
tently stored in the request tracking database in the BBMRI-ERIC storage. The requests and
their updates are then propagated to BBMRI-ERIC biobanks, which can either reϐine them
(requesting further input from the users), or respond by contributing available samples/data
sets.

As can be seen from the DFD, during the sample/data negotiation, no sample-level or indi-
vidual-level data leaves the biobank. The restricted access to the services is in place for the
following reasons: (a) to protect biobankers from communicationwith counterfeit identities,
(b) to assert afϐiliation of users to the projects, and (c) to assert afϐiliation of persons to insti-
tutions that are juridical persons for the projects for liability reasons.

As a part of the sample/data release to the requester, the MTA and/or DTA must be signed –
this process is not covered by the ϐigure ͡, as no relevant data ϐlow is involved there. However,
both MTA and DTA create a contractual binding for the requester, limiting how the samples
and the data can be used.

ͤ͠/ͦ͞
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Requester AuthN AuthZ (Perun) Directory UI Directory
service

Locator UI Locator
service

Negotiator National Node

Biobanks

Biobank1

Connector1 Biobanker1

Biobank2

Connector2 Biobanker2

Biobank3

Connector3 Biobanker3

Simple Negotiator in conjunction with Directory - Phase II

1: proceed to negotiation

2: proceed to negotiation

transferred: structured parameters (= filters),
candidate collection IDs

3: start with negotiation

Variant #1 - access to Negotiator via Directory

Variant #2 - direct acccess to Negotiator

4: authN required

5: authN

6: federated authN
process via
proxy IdP

7: authN OK
+ institutional attributes

+ group/project affiliation
8: authZ decision

9: authZ OK

AuthN/authZ

10: request: structured data & unstructured data & project

11: if structured data change requested: redirect to Directory

parameters: structured parameters (= filters),
Negotiator request ID

12: update candidate set of collections

returned: structured parameters (= filters),
candidate collection IDs, Negotiator request ID

13: request collection details via RESTful API (list of IDs)

14: collection details via RESTful API

15: request contacts for collection (list of IDs)

16: contacts for collections IDs
(list of contact identities = principals)

17: request

18: refine (or offer or NO or timeout)

19: refinement requested

20: refined request

21: refined request

22: NO

23: refine

24: refinement requested

25: refined request

26: refined request

27: cancel request

28: request cancelled

Refinement round #1

Refinement round #2

Cancel variant

29: offer

30: offer

31: available offers

This step must be explicitly initiated by the
requester - that s/he wants to proceed to
the negotiation phase using Negotiator.

Initial request
to the Negotiator

(including brief
project description)

 Structured data
 is the same data items

as available in the Directory
- if the negotiation comes from

Directory, data should be tranferred
(see step #  (16))

The transfer of user from Directory to Negotiator must be
visually smooth and we must not lose the unstructured

data the user has developed so far (hence transferring the
Negotiator request ID). User must be notified that this

will happen and no data will be lost.

Perun will keep user groups organized by
collection ID - for each collection ID, there

must be non-empty group of people. Perun can
also push these groups into the Negotiator,
so that no synchronous call is needed and

it can be implemented internally in Negotiator.

Biobankers must also authN
- omitted for simplicity

(same as requester authN)

Other biobankers see the refinement request,
so that they know what is already requested.

Biobanker1 won't
be involved in this
request any more

note that the offers are only made
available to the requester - the biobanks

do not see offers of other biobanks

http://msc-generator.sourceforge.net v5.2.1

Figure ͣ: Detailed overview of interaction between the Sample/Data Negotiator, users, and
various other components of the BBMRI-ERIC IT ecosystem, modeled using MSC.

ͥ͠/ͦ͞
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Figure ͤ: S+UCs-{͠,͡}: Request reϐinement and access negotiation using the Sample/Data Ne-
gotiator.
Dotted lines denote manual check of data by a system operator (biobanker) in a
disconnected system. Note the comment on contact information in section ͡.͠.͠ on
page ͠͠. Semantics of DFD is described in appendix A.͟ on page ͧ͢, datatypes DT-n
are used based on appendix A.ͣ on page ͤͣ.
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From the risk analysis perspective, an important aspect is that the requesters cannot browse/
search through informations about individual samples, which is functionality reserved for the
biobankers. The sample/data selector module is detached/disconnected from the request
processor, and even if there might be an online connection in the future as a part of interface
to the Sample/Data Locator, the transfer of the data from the selector to the request processor
is a manually controlled step, subject to approval by the biobanker (practically equivalent to
committee-controlled access).

As a part of the use of the Sample/Data Negotiator, the biobankers get access to information
that can be considered conϐidential: projects as a part of sample/data requests and evenmore
importantly project proposals as a part of the sample reservations. This information needs to
be treated as conϐidential, i.e., these will not be released beyond the biobank, nor will they be
used by the biobank as their own novel research ideas.

͡.͡.͠. Data Types Employed

This scenario involves the following data types:

• Information about projects and project proposals: which typically contains some level of
intellectual property of the requester. Therefore as a part of terms& conditions of using
Sample/DataNegotiator (and also as a part of general Acces Policy of BBMRI-ERIC), the
contact persons of collections (whichmay be contact persons from the collection itself,
the biobank hosting the collection or biobank network to which the collection belongs
– depends on contact priority settings in BBMRI-ERIC Directory and group population
in PerunAAI)must consent to treat this information conϐidential – thus complyingwith
requirement Req-33

• Structured (BBMRI-ERIC Directory search) request data: contains query on subset of
data found in the BBMRI-ERIC Directory, and therefore this part of the query can be
considered highly aggregated (de facto) anonymized data (DT-2) or non-human data
(DT-5)—see section ͡.͠.͠ on page ͠͞ for further discussion.

• Unstructured request data: contains additional requirements of the project on the sam-
ples and/or data, which cannot be expressed using structured query, as well as ex-
pected processing of the samples to assess their ϐitness for the given purpose. Unstruc-
tured datamay evolve as a part of the reϐinement process and based on the communica-
tion with the collection contacts, some pseudonymized data (DT-3 in the GDPR sense,
see ͤͤ) may appear as the mapping might be known to the collection contact (but not
to the requester). Coded data or more sensitive data must not be used as a part of this
communication, since MTA/DTA is not signed yet.

• Contact information: see comment on contact information in section ͡.͠.͠ on page ͠͠.

ͧ͠/ͦ͞
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͡.͡.͡. Security & Privacy Protection Measures

Me-34 Policy compliance
Me-34-1 Each ϐirst-time user must ϐirst agree to the terms & conditions of using the Sam-

ple/Data Negotiator service before it can proceed any further. The terms & condi-
tions specify: (a) conϐidentiality of project information and project proposal infor-
mation, (b) avoiding any re-identiϐication efforts on any data obtained as a part of
negotiation, (c) avoiding unethical behavior and complying with “The European
Code of Conduct for Research Integrity” [͢͠] and “GÉANT Data Protection Code of
Conduct” [ͣ͠].

Me-35 Data protection
Me-35-1 Privacy-sensitive data (data type DT-1) will not leave biobank. The data used in

conversations in the Sample/Data Negotiator may include only non-human data
(DT-5), highly aggregated (de facto) anonymized data (DT-2) and pseudonymized
data (DT-3) complyingwith requirement Req-4, thus also complyingwith require-
ment Req-1 and minimum access control requirement Req-6.

Me-35-2 Contacts of collections must be authenticated using LoA ≥ 2 to ensure their enti-
tlements to act on behalf of the collection.

Me-35-3 Contacts of collections are responsible for not sharing any personal data (DT-1)
as a part of the negotiation process before the MTA/DTA is signed. This is man-
dated by the terms & conditions of using Sample/Data Negotiator together with
authentication measure Me-35-2, hence complying with requirement Req-1 and
requirement Req-6.

Me-35-4 Requesters must be authenticated LoA ≥ 1.͟ ͢

Me-35-5 Biobanks are responsible for protecting against unauthorized access to their sys-
tems, thus fulϐilling requirementReq-1. Furthermorebiobanks are obliged to com-
plywith the requirementonaccountability andarchivingdescribed in appendixB.͠
on page ͥͣ.

Me-36 Data anonymity
Me-36-1 Biobanks are responsible for ensuring that the collection-level information is anon-

ymous to the national and European standards, in accordance with the require-
ments Req-4 and Req-29.

Me-36-2 Collections contacts are responsible for ensuring that the information provided
as a part of negotiation is anonymous/pseudonymous – see measure Me-35-3.

Me-37 Data integrity and authenticity
Me-37-1 communication between requesters and collection contacts must be protected by

a secure communication channel using TLS ͟.͟ or higher, and users must be au-
thenticated as speciϐied in measures Me-35-2 and Me-35-4.

Me-38 Logging and auditing
͟͢Although itwould be preferred to require LoA ≥ ଶ, itmay become substantial barrier for access to the Sample/-

Data Negotiator. Dropping the minimum requirement to LoA ≥ ଵ is acceptable because any privacy-sensitive
data is only shared after signing MTA/DTA.

͡͞/ͦ͞
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Me-38-1 All accesses to the Sample/Data Negotiator will be logged and logs are stored for
a minimum of ͢͠ months.

Me-38-2 Access logs to the service will be examined on weekly basis for suspicious behav-
ior patterns.

Me-38-3 Biobanks must comply with the requirement on accountability and archiving de-
scribed in appendix B.͠ on page ͥͣ (see also measure Me-28-2).

Me-39 Data recovery/disaster plan
Me-39-1 Sample/Data Negotiator database and access logswill be backed up daily in a non-

proprietary backup format for minimum of ͡ months backward availability,
Me-39-2 Sample/Data Negotiator access logswill not contain details of the requests (struc-

tured nor unstructured data nor project details),
Me-39-3 backups will be monthly tested for their readability.

͡.͡.͢. Mapping to GA͢GH Security Infrastructure

• ͢.͟ – Information Security Responsibilities:

– Individuals = research participants,
– Data Stewards = BBMRI-ERIC + biobanks (collections and their contacts)
– Data Service Providers = BBMRI-ERIC
– Application Service Providers = BBMRI-ERIC
– Infrastructure Service Providers = BBMRI-ERIC
– Service Consumers = researchers, biobankers, BBMRI-ERIC

• ͢.͡ – Identity Management:

– authentication is required – this use case deals only with highly-aggregate (de
facto) anonymizeddata (DT-2), pseudonymizeddata (DT-3), andnon-humandata
(DT-5) (see measure Me-35-1),

– authenticationLoA ≥ 2 is required for collection contact persons (seemeasureMe-35-
2),

– authentication LoA ≥ 1 is required for requesters (see measure Me-35-4).

• ͢.͢ – Authorization Management:

– all BBMRI-ERIC biobanks and collections are granted access to participate in the
Sample/Data Negotiator,

– each collection is assigned a primary contact person, which may in turn delegate
this role to further persons via group management in authorization management
system,

– any researcher with LoA ≥ 1 is allowed to use the Sample/Data Negotiator (see
measure Me-35-4) and this entitlement may be revoked based on breaching term
& conditions of Sample/Data Negotiator service,

͟͡/ͦ͞



             

 
 

Horizon 2020 

ADOPT BBMRI-ERIC is funded by the European Union (EU) 
Horizon 2020 under Grant number 676550. 

ADOPT BBMRI-ERIC 
Grant Agreement no. 676550 

DELIVERABLE REPORT 
 

Deliverable no 
 

Deliverable Title 
 

Contractual delivery month 
 

Responsible Partner 
 

Author(s) 
 

Tittle 

Executive Summary 
 
Text text text text text text text text text text text text text text text text text text text 
text text text Text text text text text text text text text text text text text text text text 
text text text text text text Text text text text text text text text text text text text text 
text text text text text text text text text Text text text text text text text text text text 
text text text text text text text text text text text text text text text text text text text. 
Text text text text text text text text text text text text text text text text text text text 
text text text Text text text text text text text text text text text text text text text text 
text text text text text text Text text text text text text text text text text text text text 
Text text text text text text text text text text text text text text text text text text text 
text text text Text text text text text text text text text text text text text text text text 
text text text text text text Text text text text text text text text text text text text text 
 

  

– management of the Sample/Data Negotiator platform is assigned to BBMRI-ERIC
CS IT operations group (WPͥ).

• ͢.ͣ.͟ – Access Control:

– collection contact may only see the requests for which the collection has become
considered, candidate collection based on structured data information, or which
was explicitly allowed by the requester,

– for each allowed request, the collection contact is authorized to see progress of
the request reϐinement and not authorized to see offers from other collections,

– requester cannot see requests of other requesters,

– access right of the requester to the Sample/Data Negotiator service does not imply
access to the samples nor data sets (this is on the discretion of collection/biobank
management,

– IT management of the Sample/Data Negotiator platform may see any of the re-
quests in arbitrary detail and is bound to treat details of these requests conϐiden-
tially (also as a part of professional secrecy).

• ͢.ͣ.͠ – Privacy Management:

– conϐidentiality of the requests is enforced contracutally (see measure Me-34-1) –
otherwise this use case only deals with highly-aggregate (de facto) anonymized
data (DT-2), pseudonymized data (DT-3), and non-human data (DT-5) (see mea-
sures Me-35-1 and Me-35-3),

• ͢.ͣ.͡ – Audit Log Recording and Review:

– access logs to the servicewill be examinedonweekly basis for suspicious behavior
patterns (see measure Me-38-2),

– Sample/Data Negotiator runs on a dedicated virtual machine and the access logs
to both the virtual machine and to the virtual machine monitor and examined on
regular basis with minimumweekly frequency.

• ͢.ͣ.͢ – Data Integrity:
͢.ͣ.ͣ – Non-repudiation:
͢.ͤ – Cryptographic Controls:

– user authentication and communication channel encryption (TLS ͟.͟ or newer)
for any communication about requests in the Sample/Data Negotiator (see mea-
sure Me-37-1),

– server certiϐicates issued by one of the commonly accepted CAs (e.g., server cer-
tiϐicates provided via TCS will be sufϐicient for this purpose).

͡͠/ͦ͞
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• ͢.ͥ – Physical and Environmental Security:
͢.ͦ – Operations Security:

– Sample/Data Negotiator is run on a dedicated virtual machine in a physically pro-
tected facility operated by BBMRI-ERIC CS IT WPͥ – CNR (subject to European,
Italian, and Austrian law), operated (a) by a documented and trained team of sys-
tem administrators, (b)withwritten operational procedures, (c)written availabil-
ity commitments, (d)written commitments to ensureprivacy and integrity of data,
(e)written procedures formonitoring security including vulnerability of installed
software and application of ϐixes.

͢.ͧ – Communications Security:

– communication channels are encrypted (TLS ͟.͟ or newer) for any communica-
tion about requests in the Sample/Data Negotiator (see measure Me-37-1),

– hosting machine is only accessible via Secure Shell (SSH).

• ͢.͟͞ – Service Supplier Assurances:

– BBMRI-ERIC does not use external service suppliers (contributors to CS IT are
considered part of BBMRI-ERIC and contractually bound to act as such).

͡͡/ͦ͞
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͡.͢. S+UCs-{ͣ,ͤ}: Sample Locator

This use case dealswith access of requesters to the sample-level data: search through individ-
ual samples stored in the biobanks and data sets related to individuals. The source data may
be either (de facto) anonymized data or pseudonymized data or even coded data, depending
on dimensionality of data (the higher theworse) and acceptable level of data quality loss (the
lower the harder). Themajor difference to the previous use cases S+UCs-{͟} and S+UCs-{͠,͡}
is its automated access to statistics of the sample-level data or individual-level data, which
may be highly multi-dimensional and thus problematic to achieve practical anonymity with-
out very high data quality loss due to suppression/generalization/perturbation. Automated
access to sample-level data is particularly sensitive from the privacy perspective, as it might
be relatively easily abused for re-identiϐication or unwanted information disclosure (e.g., us-
ing statistical inference). Therefore it must be the subject of high-security restricted access
(appendix A.͢.͟) and acceptance of liability by the user (researcher, possible requester).

Sample/DataLocator If therewerenoprivacy concerns (e.g., in caseof non-humanbiosam-
ples), the researchers could easily look up individual samples of their interest based on para-
metric search. For many biobank, retaining control about responses to the sample search
query is of utmost importance and therefore the Sample/Data Locator implements a feder-
ated search paradigm as shown in ϐigure ͥ. This means that once the search is initiated by
the requester, the new request is created in the Locator and the connectors in the biobanks
poll for the new requests on periodic basis (this is to ensure that all the communication out
of the biobank is initiated by the components from inside of the biobank and no communica-
tion is allowed to be initiated from outside). Once new requests are received by a connector,
it prepares the response based on the internal databases implemented inside the biobank;
this means the connector can either access such warehouse, or it may store a copy of the pri-
vacy-enhanced data in its local database (cache). The response contains a number of samples
that fulϐill the given search criteria. Once the response is generated, the biobanker is notiϐied
and s/he may decide to approve/reject the response or to modify it. Once the response is ap-
proved, it is sent back to the Locator service. If the response is rejected by the biobanker, an
empty response is sent back. Furthermore, if the biobanker does not react within predeϐined
timeout (in order of several days), the Locator service triggers a timeout event. The resulting
data is checked for anonymity – particularly small numbers of resulting samples (k < 5 in
the initial proposal) are supressed.

More complicated approaches based on differential privacy [ͤ͠–ͦ͠] will be explored in the
future, to minimize “hidden black matter” due to suppression, while also minimizing proba-
bility of re-identiϐication and attribute disclosure (inference). Non-trivial amount of “hidden
black matter” may occur with the initial approach to descibed above because of the high-
dimensionality of data, which is relateively sparse in real world [ͧ͠].

Despite the fact that only subset of samples and data is assumed to be available through this
tool, it will still be part of the overall system because of its unique capability to support gen-
eration of novel research ideas.

͢͡/ͦ͞
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Figure ͥ: High-level overview of interaction between the Sample/Data Locator and its users
(requester and biobankers)modeled usingMSC. The Sample/Data Locator is imple-
mented by three components: Locator UI, Locator Service, and Connectors. AuthN
stands for “authentication” in the MSC.
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͡.͢.͟. DFD-Based Modeling

As shown in ϐigure ͦ on the next page, the whole process is initiated by a requester initiating
a search request via the Sample/Data Locator web interface. Access to this component is al-
ready restricted and requires authenticationwith LoA ≥ 1 – this is sufϐicient as only (de facto)
anonymized data or pseudonymized data (in GDPR sense) is returned, i.e., number of avail-
able samples and contributing biobanks. However, because the system allows for modifying
requests and because issuing toomany requests to the dataset can still pose a threat (namely
compared to the highly aggregated anonymous data considered in section ͡.͠), LoA ≥ 1 au-
thentication is still required even if the anonymous data could be retrieve without it.

Note hat privacy sensitive data, namely coded data (DT-1b) never leaves the biobank in this
type of the search. If such data is released to the requester, it is not in this scenario, but it re-
quires access negotiation (section ͡.͡) and signing MTA/DTA is required beforehand. Access
to the biobank systems is restricted and is within the full responsibility of the biobank.

͡.͢.͠. Data Types Employed

This scenario involves the following data types:

• Structured (Sample/Data Locator search) request data: combinations of search param-
eters, which could be theoretically used for inference of project ideas considered by
requesters. Biobankers are obliged to adhere to ethical standards not to abuse knowl-
edge about users’ projects and project proposals.

• Numbers of samples fulϔilling given search criteria andanumber of contributing biobanks
per country: this is (de facto) anonymized data (DT-2) or pseudonymized data (DT-3)
(if the mapping of the original data to (de facto) anonymized data is stored at Locator
service). Low numbers of samples will be suppressed initially (k < 5) and alternative
differential privacy approach will be explored to reduce the suppression rates while
also keeping risk of re-identiϐication and attribute disclosure (inference).

͡.͢.͡. Security & Privacy Protection Measures

Me-40 Policy compliance
Me-40-1 Each ϐirst-time user must ϐirst agree to the terms & conditions of using the Sam-

ple/Data Locator service before it can proceed any further. The term& conditions
specify: (a) conϐidentiality of project information and project proposal informa-
tion, (b) avoiding any re-identiϐication efforts on any data obtained as a part of
negotiation, (c) avoiding unethical behavior and complying with “The European
Code of Conduct for Research Integrity” [͢͠] and “GÉANT Data Protection Code of
Conduct” [ͣ͠].

Me-41 Data protection

ͤ͡/ͦ͞
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Figure ͦ: S+UCs-{ͣ,ͤ}: Sample Locator.
Semantics of DFD is described in appendix A.͟ on page ͧ͢, datatypes DT-n are used
based on appendix A.ͣ on page ͤͣ.
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Me-41-1 Privacy-sensitive data (data type DT-1) will not leave biobank. The data trans-
mitted outside of the biobank in the Sample/Data Locator search includes only
the number of available samples ((de facto) anonymized data (DT-2 or pseudon-
ymized data (DT-3) and possibly non-human data (DT-5). Therefore it complies
with requirement Req-4, thus complying with requirement Req-1 and minimum
access control requirement Req-6.

Me-41-2 Biobankers must be authenticated using LoA ≥ 2 to ensure their entitlements to
act on behalf of the biobanks/collection.

Me-41-3 Requesters must be authenticated LoA ≥ 1.͟ ͣ

Me-41-4 Biobanks are responsible for protecting against unauthorized access to their sys-
tems, thus fulϐilling requirementReq-1. Furthermorebiobanks are obliged to com-
ply with requirement on accountability and archiving described in appendix B.͠
on page ͥͣ.

Me-42 Data anonymity
Me-42-1 Locator service is responsible for anonymizing the response data at least to the

requirements deϐined in requirements Req-4 and Req-29, i.e., k < 5 data will be
suppressed.
Differential privacy approach will be designed to provide even better protection
while also optimizing for as low suppression rates as possible.

Me-43 Data integrity and authenticity
Me-43-1 communication between requesters and biobankers must be protected by a se-

cure communication channel using TLS ͟.͟ or higher, and users must be authenti-
cated as speciϐied in measures Me-41-2 and Me-41-3.

Me-44 Logging and auditing
Me-44-1 All accesses to the Sample/Data Locator will be logged and logs stored for mini-

mum of ͢͠ months.
Me-44-2 Access logs to the service will be examined on weekly basis for suspicious behav-

ior patterns.
Me-44-3 Biobanksmust complywith requirementonaccountability andarchivingdescribed

in appendix B.͠ on page ͥͣ (see also measure Me-28-2).
Me-45 Data recovery/disaster plan

Me-45-1 Sample/Data Locator database and access logs will be backed up daily in a non-
proprietary backup format for minimum of ͡ months backward availability,

Me-45-2 Sample/Data Locator database will be encrypted before backups using state-of-
the-art encryption and the key will be securely stored separately from backups,

Me-45-3 Sample/Data Locator access logs will not contain details of the search requests
and responses,

ͣ͟Although itwould be preferred to require LoA ≥ ଶ, itmay become substantial barrier for access to the Sample/-
Data Locator. Dropping the minimum requirement to LoA ≥ ଵ is acceptable because any privacy-sensitive
data is only shared after signing MTA/DTA.

ͦ͡/ͦ͞
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Me-45-4 backups will be monthly tested for their readability.

͡.͢.͢. Mapping to GA͢GH Security Infrastructure

Compliance to the GA͢GH Security Infrastructure will be evaluated before the ϐirst complete
implementation of the Sample/Data Locator. This is due to ongoing minor adjustments that
may occur as a part of the development process.

ͧ͡/ͦ͞
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͡.ͣ. STRIDE/LINDDUN-Based Risk Analysis of BBMRI-ERIC Use Cases

Table ͡: Risk assessment for threats (STRIDE and LINDDUN) to the “Data Flow” element of
the DFD.

Risk“Data Flow”
threat

Example S+UCs-͟ S+UCs-{͠,͡} S+UCs-{ͣ,ͤ} S+UCs-͟͢ Countermeasure

Tampering Malicious modiϐication
of data or code, e.g., by
man-in-the middle
attack possible because
of weak message or
channel integrity
checks

++ +++ +++ +++

Information
disclosure

Exposure of data to
unauthorized persons,
e.g. by
man-in-the-middle
because of lack of
conϐidentiality for the
channel

– ++ +++ +++

Denial of
service

Consumption of large
quantities of
fundamental resources
due to weak message
or channel integrity

++ ++ ++ ++

Secure data
communication

– (not relevant), + (low), ++ (medium), +++ (high)

Table ͢: Risk assessment for security (STRIDE) threats to the “Data Store”, “Process”, and “En-
tity” elements of the DFD associated to the use cases.

RiskSecurity
threat

Example S+UCs-͟ S+UCs-{͠,͡} S+UCs-{ͣ,ͤ} S+UCs-͟͢ Countermeasure

Spooϐing Pose as something or
somebody else

– ++ +++ +++ Authentication
system,
conϐiguration
management

Tampering Malicious modiϐication
of data or code

–/+ ++ +++ +++ Authorization
system

Repudiation Denial of having
received data

– +++ +++ +++ Auditing and
logging

Information
disclosure

Exposure of
information to
unauthorized
individuals

– ++ +++ +++ Authorization
System, Input
Validation

Denial of
service

Resources are not
available due to
overload or attack

++ ++ ++ + Conϐiguration
management,
input
validation

– (not relevant), + (low), ++ (medium), +++ (high)
Continued on next page…

͢͞/ͦ͞
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… continued from previous page.
RiskSecurity

threat
Example S+UCs-͟ S+UCs-{͠,͡} S+UCs-{ͣ,ͤ} S+UCs-͟͢ Countermeasure

Elevation of
privilege

A user gains
unauthorized access to
resources

–/+ +++ +++ +++ Authorization
system

– (not relevant), + (low), ++ (medium), +++ (high)

Table ͣ: Risk assessment for privacy (LINDDUN) threats to the “Data Store”, “Process”, and
“Entity” elements of the DFD associated to the use cases.

RiskPrivacy
threat

Example S+UCs-͟ S+UCs-{͠,͡} S+UCs-{ͣ,ͤ} S+UCs-͟͢ Countermeasure

Linkability Possibility to detect
that different data
items are related to the
same entity

–/+ +++ +++ +++ Anonymization
tool, pseudon-
ymization
modules,
encryption,
access control
system.

Identiϐiability Possibility to relate a
set of data to a speciϐic
entity / person; to
recognize a person by
characteristics

–/+ +++ +++ +++

Content
unawareness

A patient is unaware of
the information
used/shared by the
system

– +++ +++ +++ Informed
consent
management

Policy/consent
non-
compliance

Lack of evidence that
data shared by the
systemmeets
applicable legal, policy
or consent
requirements

– +++ +++ +++ Legal
regulations,
informed
consent
mgmt., data
provider
forms, ethics
committee
approval, data
access comm.
approval,
DTA/MTA.

– (not relevant), + (low), ++ (medium), +++ (high)

Note that for S+UCs-͟, there is sometimes two values present in the tables above: –/+. This
is because S+UCs-͟ covers both data that is not considered personal at all (highly aggregate
data and operational data of biobanks), for which there is no signiϐicant risk, but it may go
also for the practically anonymous data, which introduces some low risk related to linking
and re-identiϐication.

͢͟/ͦ͞
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͡.ͤ. Organization Compliance of BBMRI-ERIC to GA͢GH Security
Infrastructure

• ͢.͟͟ – Information Security Aspects of Business Continuity Management:

– BBMRI-ERICwill respond to the potential security incidents as quickly as possible,
typically within ͢͠ hours on business days,

– BBMRI-ERIC will investigate and resolve security incidents and reported threats
as quickly as possible,

– BBMRI-ERICwill complywith the legal requirements and regulationson reporitng
breaches, with jurisdiction typically being Austria (for services located at BBMRI-
ERIC headquarters) or Italy (for services hosted by CS IT).

• ͢.͟͠ – Compliance:

– BBMRI-ERIC is committed to comply with the speciϐied controls.

͢͠/ͦ͞
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A. Relevant Security & Privacy Concepts

This section provides an overview of the most important concepts in privacy and security,
with which BBMRI-ERIC infrastructure will need to deal. It is intended as a summary of in-
formation to harmonize necessary knowledge among readers coming with diffent IT back-
grounds and specializations. Because of the scope of this ϐield, this section is unable to pro-
vide equally deep insights into different topics and is by no means meant as a substitute for
dedicated literature (e.g., [͡͞] as well as literature referred to throughout this section).

Parts of this section, namely appendices A.͟, A.͠, and A.ͣ, use excerpts from Deliverable ͣ.͡
[͟͡] of the BioMedBridges project with permission of the original contributor, Raffael Bild.
However, note that there are two substantial differences in concepts compared to the BioMed-
Bridges Deliverable ͧ.ͥ: (a) formal mathematical deϐinition of anonymity using anonymity
set, which makes anonymization distinct from pseudonymization (see appendix A.ͣ for fur-
ther discussion, including explicitly stated incompatibility with ISO ͣͥ͠͠͡ [͟], which deals
with anonymity in a way incompatible with state-of-the-art computer science), (b) introduc-
tion of high-security restricted access and low/medium-security restricted access, which is
due to the different understanding of the purpose of committee controlled access (see ap-
pendix A.͢.͢ for further discussion).

A.͟. Risk Analysis and Management

As proposed in BioMedBridges Deliverable ͣ.͡ [͟͡], wewill use DFDs [͡͠] for basic modeling
of processes and evaluation of risks. The DFD components are: (a) Data stores (DS), (b) Data
ϐlows (DF), (c) Processes (P), and (d) External Entities. On top of standardDFD, [͟͡] proposed
to use the following color and line coding: green full line to show elements with open access,
red full line for restricted access and red color with dashed lines for restricted or open access.
Furthermore the labels on data ϐlows (edges) should specify data types transferred with re-
spect to privacy protection, as deϐined in appendix A.ͣ on page ͤͣ. A sample DFD is shown in
ϐigure ͧ.

restricted access
data store

restricted
or open
access
process

open access
data sink

data flow: DT-1b data flow: DT-2

Figure ͧ: Sample DFD with color coding proposed in [͟͡]. This DFD is only intended as an
example of entities without any real-world meaning.

The risks will be analyzed using STRIDE [͠] and LINDDUN [͢] methodologies. The STRIDE
focuses on security threats, while LINDDUN focuses on privacy threats.

ͧ͢/ͦ͞
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STRIDE [͠] identiϐies the following security risks, connected to the imperiled security prop-
erties [͡͡, ͢͡]:

Spooϐing threats allow an attacker to pose as something or somebody else. This threatens
authenticity, which is property that an entity is what it claims to be [͡͡].

Tampering threats involvemaliciousmodiϐication of data or code. This threatens integrity,
which is property of correctness and completeness of assets [͡͡].

Repudiation An attacker makes a repudiation threat by denying to have performed an ac-
tion that other parties can neither conϐirm nor contradict. This threatens accountabil-
ity, which is responsibility of an entity for its actions and decisions [͡͡].

Information disclosure threats involve the exposure of information to individuals who are
not supposed to have access to it. This threatens conϐidentiality, which is property
that information is not made available or disclosed to unauthorized individuals, enti-
ties, or processes [͡͡].

Denial of Service (DoS) attacks denyor degrade service to valid users. This threatensavail-
ability, which is propertyof being accessible andusable upondemandbyanauthorized
entity [͡͡].

Elevation of Privilege (EoP) threats oftenoccurwhenauser gains increased capability. This
threatens authorized access, which is approval that is granted to a system entity to ac-
cess a system resource [͢͡].

LINDDUN identiϐies the identiϐies the following privacy risks, connected to the imperiled pri-
vacy properties:

Linkability of two or more Items of Interest (IoIs), e.g., subjects, messages, actions, allows
an attacker to sufϐiciently distinguish whether these IoIs are related or not within the
system. This threatens unlinkability of two or more IoIs … means that within the sys-
tem…, the attacker cannot sufϐiciently distinguishwhether these IoIs are related or not
[͢, ͣ͡].

Identiϐiability of a subject means that the attacker can sufϐiciently identify the subject asso-
ciated to an IoI. This threatensanonymity/pseudonymity. LINDDUNdeϐines “anonymity
of a subject …means that the attacker cannot sufϐiciently identify the subject within a
set of subjects, the anonymity set.” LINDDUN deϐines that “a subject is pseudonymous
if a pseudonym is used as identiϐier instead of one of its real names” [͢]. Please notewe
are using slightly different deϐinition of anonymity as discussed in the appendix A.ͣ.

Non-repudiation allows an attacker to gather evidence to counter the claims of the repu-
diating party, and to prove that a user knows, has done or has said something. This
threatens plausible deniability, which means that an attacker cannot prove a user
knows, has done or has said something [͢, ͣ͡].

ͣ͞/ͦ͞
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Detectability of an IoI means that the attacker can sufϐiciently distinguish whether such an
item exists or not. This threatens undetectability/unobservabilitywhich means that
the attacker cannot sufϐiciently distinguish whether given IoI exists or not [ͣ͡].

Information disclosure threats expose personal information to individuals who are not
supposed to have access to it. This threatens conϐidentiality, which means preserv-
ing authorized restrictions on information access and disclosure, including means for
protecting personal privacy and proprietary information [ͤ͡].

Content unawareness indicates that a user is unaware of the information disclosed to the
system. This threatens content awarenesswhich means the user needs to be aware of
the consequences of sharing information [͢].

Policy and consent non-compliance means that even though the system shows its privacy
policies to its users, there is no guarantee that the system actually complies to the ad-
vertised policies. This threatens policy and consent compliance, which ensures that
the system’s (privacy) policy and the user’s consent … are indeed implemented and
enforced. [͢].

Mapping of risks described by STRIDE and LINDDUN to the DFD entities is shown in tables ͤ
and ͥ.

Security property STRIDE security threats DF DS P EE
Authentication Spooϐing X X
Integrity Tampering X X X
Non-repudiation Repudiation X X X
Conϐidentiality Information disclosure X X X X
Availability Denial of service X X X
Authorization Elevation of Privilege X

Table ͤ: Mapping STRIDE security threats and countermeasures to data ϐlow diagram ele-
ment types (see Tables ͧ-ͣ and ͧ-ͦ in Chapter ͧ of [͠]).

Privacy objective LINDDUN privacy threats DF DS P EE
Unlinkability Linkability X X X X
Anonymity & Pseudonymity Identiϐiability X X X X
Repudiation Non-Repudiation X X X
Undetectability & unobservability Detectability X X X
Conϐidentiality Information disclosure X X X
Content awareness Content unawareness X
Policy & consent compliance Policy/consent noncompliance X X X

Table ͥ: Mapping LINDDUNprivacy threats andobjectives toDFDelement types (seeTables ͢
and ͤ in [͢])

.

ͣ͟/ͦ͞
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The overall risk level is qualitatively assessed using likelihood of a threat and level of im-
pact as shown table ͦ.

Likelihood of a threat Level of impact
Low (+) Medium (++) High (+++)

Low (+) + + ++
Medium (++) + ++ +++
High (+++) + ++ +++

Table ͦ: Qualitative risk assessment.

A.͠. Sensitivity of Information and Biological Material (Samples)

A.͠.͟. Sensitivity of Information

Open/public information Information that is available publicly without any access restric-
tions. Examples include public domain datasets and information, datasets available
under open licenses such as Open Data Commons Open Database License (ODbL).͟ ͤ

Information with higher integrity requirements A speciϐic subclass of the previous class,
where information is availablepubliclywithout anyaccess restrictions, but that is needs
to have its integrity preserved and recipient of the information must be able to verify
its integrity.

Protected information The information, that requires access restrictions, be it to protect
intellectual property, to protect privacy of individuals, or for any other reason. There
are various types of access restrictions as further discussed in the next appendix A.͢.͟.

Protected information with privacy impact. Aspeciϐic subclass of theprevious class,where
the reason for protection is to protect privacy of individuals. Examples of this informa-
tion include any information that may identify an individual, information about sensi-
tive attributes of the individual (e.g., diseases, salary, etc.).

A.͠.͠. Informed consent

Informed consent is a consent of an individual, typically a patient or a donor, that he/she
agrees with the fact that his/her material and/or data is collected for given purpose. When
processing any samples/data of patients/donors, the custodian of the material (typically a
biobank) has to collect and safely store informed consent, or the this informed consent must
be available to the custodian from the originating institution (a healthcare facility fromwhich

ͤ͟http://opendatacommons.org/licenses/odbl/

ͣ͠/ͦ͞

http://opendatacommons.org/licenses/odbl/


             

 
 

Horizon 2020 

ADOPT BBMRI-ERIC is funded by the European Union (EU) 
Horizon 2020 under Grant number 676550. 

ADOPT BBMRI-ERIC 
Grant Agreement no. 676550 

DELIVERABLE REPORT 
 

Deliverable no 
 

Deliverable Title 
 

Contractual delivery month 
 

Responsible Partner 
 

Author(s) 
 

Tittle 

Executive Summary 
 
Text text text text text text text text text text text text text text text text text text text 
text text text Text text text text text text text text text text text text text text text text 
text text text text text text Text text text text text text text text text text text text text 
text text text text text text text text text Text text text text text text text text text text 
text text text text text text text text text text text text text text text text text text text. 
Text text text text text text text text text text text text text text text text text text text 
text text text Text text text text text text text text text text text text text text text text 
text text text text text text Text text text text text text text text text text text text text 
Text text text text text text text text text text text text text text text text text text text 
text text text Text text text text text text text text text text text text text text text text 
text text text text text text Text text text text text text text text text text text text text 
 

  

the biobank receives the samples/data). Before processing any human samples or data, the
informed consent must be examined if the intended purpose is compliant with it.

There are ongoing discussions on national and international levels about acceptable forms of
informed consent, whether generic consent for all the future research purposes is acceptable
or whether speciϐic consent must be given. These discussion are often motivated to prevent
commercial use of privacy-sensitive information, but it is not uncommon that results of the
discussion have unintended impact into biomedical research [ͥ͡–͢͟]. This ϐield is the exper-
tise of Common Service ELSIͥ͟ of BBMRI-ERIC and any issues should be consulted with this
body.

A.͠.͡. Material Transfer Agreement (MTA) and Data Transfer Agreement (DTA)

These transfer agreements specify conditions, under which the data or biological material
(samples) is handed over from the repository to the user. The transfer agreements for data
are commonly called DTAs, while biological material is covered by MTAs.

BothMTAs and DTAsmay include statements that the data/samplesmay be used only for the
purpose speciϐied in the access application. This is necessary to ensure that both data and
material is used in policy and consent compliant way. MTAs often require that any leftovers
of samples must be either demonstrably destroyed or returned to the biobank.

A.͡. Authentication

Authenticationmight be a slightly confusing term, as it needs to comprise two equally impor-
tant steps, one of which is sometimes also called “authentication”: (a) registration process,
which binds the virtual identity to the physical identity of the person (e.g., by showing up in
registration ofϐice with government-issued ID card while creating the virtual identity), and
(b) authentication instance, which is veriϐication of the persons virtual identity (e.g., a per-
son proves possession of her virtual identity using a password)..

In this section,wewill provide abrief overviewof authenticationarchitectures (appendixA.͡.͟),
commonlyused levels of assuranceof personsphysical andvirtual identities (appendixA.͡.͠),
problemsof identitymerging forpersonspossessingmultiple virtual identities (appendixA.͡.͡),
as well as aspects related to the robustness of the authentication systems (appendix A.͡.͢.
Since authentication often provides additional means for authorization, we will discuss also
attribute issuing as a part of the authentication (appendix A.͡.ͣ). Finally, we will conclude
with references to the regulations that constitute legal framework to the authentication (ap-
pendix A.͡.ͥ).

ͥ͟http://bbmri-eric.eu/common-services

ͣ͡/ͦ͞
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A.͡.͟. Architecture of Authentication

Centralized authentication Centralized authentication architecture means that the iden-
tity management is implemented by a single organization. On the technology level, it
may still be implemented as a distributed system for performance and robustness rea-
sons, but we understand it as a centralized authentication architecture for the purpose
of this document if it spans single organization only. Such authentication architecture
can be easily implemented when low assurance of user identity (see appendix A.͡.͠) is
sufϐicient for given application (e.g., such as Google ID or Facebook ID).

Advantages of this approach include (a) adherence to a single set of authentication poli-
cies, which result in (b) easily achievable consistence of registration process. Because
theorganization is typically responsible for bothprovidinguser authentication and sub-
sequent services for the users, the other advantage is that (c) the provided services can
implement consistent high-level availability for both authentication service as well as
for the other services which depend on authentication service.

Themain disadvantage of centralized authentication is lack of scalability for infrastruc-
tureswhich have large user base coming fromdifferent institutions and countries, espe-
cially (a) if registrationprocess includes validationof government-issued IDdocuments
and (b) if authentication system is supposed to provide assertions about user, such as
the fact that the user is employed by some institution at the time of authentication.

Federated authentication Federated authentication systems integrate authentication ser-
vices of multiple institutions. In order to describe such systems consistently and to
work with them in the rest of the document, we will introduce Identity Provider (IdP),
Service Provider (SP), andWhereAre YouFromservice (WAYF)/Discovery Service (DS)
terms, which come from Shibboleth identity management system and Security Asser-
tion Markup Language, Version ͠.͞ (SAML V͠.͞) [͢͠] respectively, but they are appli-
cable more generally. IdP is the actual authentication service at an institution which
veriϐies a person’s virtual identity and Service Provider (SP) is any service provided to
the person that consumes the virtual identity and uses it for authorization purposes, as
shown in ϐigure ͟͞. Several different IdPs can be integrated together into a federation
using component called WAYFs, which allows the person to choose, which institution
will be used for authentication (see ϐigure ͟͟ for example of such communication). In-
herently, federated authentication also implies separation between IdPs and SPs, each
of which may come from a different administrative domain (typically different organi-
zation or organization units).

These systems are now becoming widely available in the various ϐlavors: research and
educational communities have successfully established identity federations suchas eduIDͦ͟;
commercial companies having organized themselves in OpenIDͧ͟ or at least provid-

ͦ͟eduID activities are organized by GÉANT (formerly by TERENA), see https://wiki.refeds.org/display/
GROUPS/EduID+Working+Group, with national nodes being known eduID.yy, where .yy corresponds to the na-
tional DNS domain.

ͧ͟http://openid.net/

ͣ͢/ͦ͞
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Figure ͟͞: Simple interaction of an IdP and a SP (without WAYF/DS). The diagram starts
with user accessing the Resource (͟). See https://wiki.shibboleth.net/
confluence/display/CONCEPT/Home for more details.
Source: https://wiki.shibboleth.net/confluence/download/attachments/
ɷɶɸɻɸɶɻ/sso-flow.png?version=ɵ&modificationDate=ɴɵɷɼɶɴɴɺɵɼɱɹɶ&api=vɵ

Figure ͟͟: Interaction of an IdP (User’s Home Org), a SP (Resource), and a WAYF or DS. The
diagram starts with user accessing the Resource (͟). See https://www.switch.
ch/aai/support/tools/wayf/ for more details.
Source: https://www.switch.ch/aai/support/tools/wayf/wayf-vs-ds.png

ͣͣ/ͦ͞

https://wiki.shibboleth.net/confluence/display/CONCEPT/Home
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https://wiki.shibboleth.net/confluence/download/attachments/4358538/sso-flow.png?version=2&modificationDate=1249311729063&api=v2
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https://www.switch.ch/aai/support/tools/wayf/
https://www.switch.ch/aai/support/tools/wayf/wayf-vs-ds.png
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ing comparable interfaces such as Facebook Connect͠͞; and there are pilot efforts of
government-backed identity federations called STORK discussed in appendix A.͡.͠ on
page ͣͧ.

The major advantage of this system stems from the fact, that the authentication of a
user is implemented by an institutionwithwhich the user has a close relation, typically
some form of legal contract (e.g., employment contract). Thus the institution can also
provide real-time or near real-time assertion on the status of the user. Furthermore,
the institution typically validates user identity to the level that is acceptable at least for
LoA ͠ (see appendix A.͡.͠ below). Another advantage of the federated authentication
system is that they allow for Single Sign On (SSO) even across multiple administrative
domains. Thus a user can log in once and have access to multiple resources from the
same administrative domain, or even from different administrative domains that enjoy
mutual trust.

Disadvantages of federated authentication include (a) online dependence on availabil-
ity of several components of a distributed system, which naturally threatens availabil-
ity for users in the real world, (b) problems with consistent implementation of policies
in a distributed system spanning multiple administrative domains, (c) need to solve
a situation when a user does not have afϐiliation to any IdP in the given federated au-
thentication infrastructure. This results in the need for some “catch-all” IdPs, which
may be hard to implement at the same LoA as “normal” IdPs. Another aspect is that
(d) user’s home institution releases privacy sensitive attributes into other administra-
tive domains, and thus user must be given an option to control what is released about
him/her, as further discussed in appendix A.͡.ͣ. Last but not least, (e) if a user has af-
ϐiliation with multiple institutions, it may be desirable to merge credentials/attributes
coming from different institutions in order for the user to obtain the requested service.

User-centric authentication Recognizing problematic scalability of centralized authentica-
tion as well as disadvantages associated with commonly used approaches to federated
authentication, user-centric authentication is now explored [͢͡]. One of the proposed
approaches is to have a “wallet” for each user, where the user stores time-limited “ID
cards” provided by the IdPs. This approach addresses both the problem of online avail-
ability IdP, as well as allowing user direct control of released attributes. Unfortunately,
user-centric authentication systems are not yet available in practice as of time of writ-
ing this document, resulting in various “hacks” for federated authentication systems to
address the same issues.

A.͡.͠. LoA

The main purpose of LoA is to allow service providers to assess the trustworthiness of the
asserted identity of the user. Generally accepted approach to deϐining the level of assurance

͠͞https://developers.facebook.com/blog/post/ɵɱɱɻ/ɱɸ/ɱɼ/announcing-facebook-connect/, https:
//developers.facebook.com/docs/facebook-login

ͣͤ/ͦ͞

https://developers.facebook.com/blog/post/2008/05/09/announcing-facebook-connect/
https://developers.facebook.com/docs/facebook-login
https://developers.facebook.com/docs/facebook-login
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comes from NIST SP ͦ͞͞-ͤ͡-͠ [͢͢], while a nice summary of implementation in practical fed-
erated authentication systems is available on the Tuakiri Federation website͟͠ and in [ͣ͢].

There are two main aspects of level of assurance:
͟. the strength of the process of identity prooϔing and veriϔication (see [ͤ͢, Article ͦ and

ͧ(͟)]) of the person during registration of the user (we will use identity veriϐication
in the following text, but sometimes identity vetting is used for the same purpose),

͠. the strength of technical means used for veriϐication in the particular authentication
instance (authentication instancewill be used in the text).

Each level of assurance is then discussed using those two aspects.

Level ͞ This is not ofϐicially deϐined and thus can be considered non-standard, but we use it
as a conceptual baseline in case no identity veriϐication has been done at all, while still
having a notion of “a user”. This can be used, e.g., for storing personal preferences that
are not considered personal at all, or for tracking behavior of the user.

• Identity veriϐication: No explicit registration (e.g., user agreeing to the terms
and conditions of the service, use of website using cookies).

• Authentication instance: Private token directly provided by a user, e.g., a cookie
in a web browser. No action is expected by the user. No secure communication is
required and the token can be sent as plain text over the network (e.g., in HTTP
protocol).

Level ͟ Authentication on this level only demonstrates any kind of relation to the identity
provider. This authentication is providedbyFacebook andGoogle IdPs, but also various
“hostel” services provided by eduID.xx IdPs, which are designed to serve users with no
afϐiliation to any of the member institutions.

A secure communication channel is not required, it may be prone to attacks such as
dictionary password attacks. However, this is intentionally chosen as a compromise
between security and convenience for the users.

Note that any higher LoA also fulϐills requirements of LoA ͟.

• Identity veriϐication: No identity proof is required at this level and any type of
relation with the identity provider is acceptable (e.g., user self-registers using her
email address).

• Authentication instance: Successful authentication requiresuser todemonstrate
she/he is in possession of the token (e.g., knows a password). It is only required
that plain-text passwords or tokens are not sent over the network (utilizing, e.g.,
simple challenge-response protocols), but there is no requirement to use a secure
communication channel.

͟͠https://tuakiri.ac.nz/confluence/display/Tuakiri/Levels+of+Assurance

ͣͥ/ͦ͞

https://tuakiri.ac.nz/confluence/display/Tuakiri/Levels+of+Assurance
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Level ͠ This is the minimum LoA for which the identity of a person is validated. However,
as it is still prone to stealing credentials of the user because of just a single factor (e.g.,
password), it should not be used for access to really sensitive data.

• Identity veriϐication: Presentation of personal identifying materials is required,
supporting both in-person and remote registrations. For in-person registrations,
the applicant must present a government-issued photo ID. For remote registra-
tions, the applicant provides references to and asserts to current possession of a
government-issued photo ID and a secondary ID or another secondary identiϐica-
tion. The applicant must provide at minimum their name, date of birth, address
and phone number.

• Authentication instance: Single factor is used for remote authenticated network
access. It allows for passwords and PINs, as well as for any other token methods
of higher LoAs. Secure communication channel is required; eavesdropping, replay
attack and on-line token guessing attacks must be prevented.

Level ͡ This is the ϐirst practical implementation of themulti-factor authentication, with the
identity card of the person checked against records as a part of the registration process.

• Identity veriϐication: All the requirements of LoA ͠ must be fulϐilled, but addi-
tional validation of IDs by the registrar is required, implemented by doing record
checks.

• Authentication instance: Possession of a cryptographic tokens must be proved
using cryptographic protocol. Three kinds of tokens are acceptable for LoA ͡:
(a) soft cryptographic tokens, (b) hard cryptographic tokens, (c) one time pass-
words. The secure communication channel must be protected against eavesdrop-
ping, replay attacks, on-line token guessing attacks, veriϐier impersonation, and
man-in-the-middle attacks. Two-factor authentication is required: password or
biometric must be used as an addition to the primary cryptographic token.

Level ͢ This is the highest practical level of assurance for remote access, with mandatory
multi-factor authentication and biometric recording of non-repudiation of the registra-
tion process. Because of FIPS ͟͢͞-͠ Level ͠ and Level ͡ requirements on the hardware
and physical security, this may be hard to deploy in practice in distributed infrastruc-
tures spanning multiple administrative domains.

• Identity veriϐication: All the requirements of LoA ͡must be fulϐilled, but remote
registration is not allowed and the applicant must appear in person before the
registration ofϐicer. Two independent ID documents must be also presented and
veriϐied. One of these ID documents must be a current government issued ID card
with (a) photo, (b) either address or nationality. In order to ensure non-repudia-
tion by the applicant, a new biometric recording must be performed as a part of
registration.

• Authentication instance: Authentication is intended to provide the highest prac-
tical authentication assurance that still allows for remote network access. All
of the requirements of LoA ͡ must be fulϐilled, but only hard cryptographic to-
kens are allowed, FIPS ͟͢͞-͠ cryptographic module validation requirements are

ͣͦ/ͦ͞
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stronger, and the subsequent critical data transfer processes must be authenti-
cated using a key created as a part of the authentication process. The tokensmust
be validated by a hardware cryptographic module at FIPS ͟͢͞-͠ Level ͠ or higher,
with at least FIPS ͟͢͞-͠ Level ͡ physical security.

Another set of LoAshasbeenproposed͠͠ byThe InteroperableGlobal Trust Federation (IGTF)͠͡:
ASPEN, BIRCH, CEDAR, and DOGWOOD. The textual levels are used to avoid confusion with
the number-based LoAs described above.

There is an ongoing work [ͥ͢] of extending simple scalar LoAs to vectors describing identity
prooϔing, primary credential usage, primary credential management, and assertion presenta-
tion as orthogonal elements of a vector. This approach is designed to be backward compatible
with the scalar LoA by mapping certain vectors to the LoA scalars. But practical adoption in
AAI is still an open question.

For access to public information, LoA ͞ or ͟ is sufϐicient. LoA ͟ is often also used for accessing
private information (e.g., projects proposals including information about people and budget
stored in Google Documents with access based on Google ID), but such practice should be
avoided if possible. For any sensitive data or for consuming resources of an infrastructure,
minimum of LoA ͠ should be considered. Current implementations of academic identity fed-
erations routinely support LoA ͠. Asmulti-factor authentication are often overly complicated
for users, beneϐits of LoA͡or ͢ and the valueof theprotected resource/information shouldbe
carefully examined for each service on case-by-case basis. LoA ͡ or ͢ are nowbeing discussed
by some academic and research infrastructures, but practical availability is very limited.͠ ͢

Support for LoA is available in SAML V͠.͞, as a part of the Identity Assurance Proϐiles Version
͟.͞ [ͦ͢]. They are also available in practical implementations like Shibboleth [ͧ͢], which are
basis for implementation of academic identity federations such as eduID.

It is also supported in OpenID as a part of OpenID Provider Authentication Policy Extension
͟.͞ [ͣ͞].

An interesting solution with widely available IdPs very appropriate for the BBMRI-ERIC pur-
poses will be government-backed identity. This approach has been explored and proto-
typed by Secure idenTity acrOss boRders linked (STORK)ͣ͠ and Secure idenTity acrOss boR-
ders linked ͠.͞ (STORK ͠.͞)ͤ͠ projects and needs a working robust implementation in place
to become dependable for real-world SPs. In principle, a government-backed IdP should pro-
vide at least strong registration (veriϐicationof identity) of LoA,whichmaybeeither accompa-
nied by strong authentication instance or not. If the government-backed IdPs comes with an

͠͠https://www.eugridpma.org/guidelines/loa/IGTF-LoA-authN-set-ɵɱɴɸɱɼɶɱ-vɴɴ.docx
͠͡https://www.igtf.net/
͢͠Multi-factor authentication has been deployed by TSD: a Secure and Scalable Service for Sensitive Data and

eBiobanks, based on personal communication with the developers. Practical implementation is based on
Google Authenticator.

ͣ͠https://www.eid-stork.eu/
ͤ͠https://www.eid-storkɵ.eu/

ͣͧ/ͦ͞

https://www.eugridpma.org/guidelines/loa/IGTF-LoA-authN-set-20150930-v11.docx
https://www.igtf.net/
https://www.eid-stork.eu/
https://www.eid-stork2.eu/
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insufϐiciently strong authentication instance, it can be improved using alternate IdP together
with identity linking (described in the appendix A.͡.͡ below).

A.͡.͡. Merging/Linking User Identities from Different Identity Providers

A common problem in the real world is that one person has several identities in the digital
world: identity provided by government (national ID or social security IDs), identities pro-
vided by employee or school, identities provided by various services such as Google, Face-
book, or Microsoft, etc. This does not map onto real world properly, as a single real person
should have single digital identity, complemented by various attributes or additional asser-
tions about the person, such as her employment status, etc.

A proper solution to this is introduction of user-centric approach to identity federations, such
as ADITI [͢͡], which is however still subject to research and cannot be easily deployed in
real-world due to lack of production implementations. In these systems, the user is themain-
tainer of her identity and the current identity providers become just attributes/assertions
providers, which provide time-limited signed assertions to the user, who may relay these
assertions to the service providers upon her discretion.

Interim solution to this problem is often provided by additional AAI layer(s), such as the Pe-
run system [ͥ], implementing several authorization-related functionality at once: identity
merging or linking (we will use term “merging” in this document), issuing of additional at-
tributes issuing, as well as management of virtual groups (participation in the groups trans-
lates into issuing additional attributes about the user for the SP).

A.͡.͢. Increasing Robustness of Distributed Authentication Infrastructures

As already mentioned in description of federated authentication architectures, another im-
portant practical problem is theneed for online (synchronous) availability ofmultiple entities
of a distributed system: identity provider, service provider, and possibly other systems such
asWAYF, DS, or attribute authorities (see appendix A.͡.ͣ). It is a well-known property of dis-
tributed systems, however, that the more synchronous dependencies are in the distributed
system, the more the system becomes fragile [ͣ͟]. The user may then easily start blaming
service provider for not ensuring appropriate/agreed service availability, while the actual
problems lie out of the reach of both service provider and the user. Especially in large institu-
tions, the user have very limited options to ask for increased availability of their institutional
IdP. Increasing availability of federation infrastructure elements such asWAYFmay easily be
out of reach of both user and service provider.

This problem has given rise to concept of Proxy IdP in EGI, Authentication and Authorisa-
tion for Research and Collaboration (AARC)/VO Platform as a Service provided by GÉANT
(VOPaaS) [͟͟, ͟͠], or ELIXIR, where the identities from the originating IdPs are cached by the

ͤ͞/ͦ͞
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Proxy IdP, which is either in the same administrative domain as the SPs, or at least should be
easier to deal with from the SP’s or user’s side.

Furthermore, the Proxy IdP can also inject additional attributes. This may help if the origi-
nating IdP does not provide all the attributes that are needed; this should be, however, relied
upon with caution, as only a limited set of attributes can be issued: Proxy IdP cannot make
assertions that are inherent to the user’s home institution (e.g., employee or student status).

A.͡.ͣ. Issuing of Attributes

Attributes can be issued either by the IdPs, or they can be issued by third party services such
as Perun-basedmanagement of virtual user groups mentioned above. In either case because
of the privacy protection, the user needs to be “in charge”, i.e., has to be able to approve or
disapprove the attributes that are being released about her from IdPs or attribute services to
the SPs. Current implementations of such a system for Shibboleth include uApproveͥ͠ and
uApproveJPͦ͠ [ͣ͠].

For environments like BBMRI-ERIC, the following attribute-related assertions are relevant:

institutional afϐiliations/roles which assert the user has certain relation to the given orga-
nization, e.g., an employee, a student, or a facultymember of an educational institution,

project afϐiliations/roles which assert the user has afϐiliation to a project or even more
speciϐically that the user has certain role in a project,

group afϐiliation which couldbeunderstoodas generalizationof theprevious twoapproaches,
where it is possible to describe adherence of the user also to any other virtual group or
subgroup.

The project-based afϐiliations are of particular interest in environments like BBMRI-ERIC,
where access to samples/data is often governed by the adherence of the users to the projects
that have been examined by ethical committees, and whose research intents must be com-
pared to the informed consent that is available for given samples/data. See also discussion
of project-based Role-Based Access Control (RBAC) in appendix A.͢.͡.

A.͡.ͤ. Delegation of Roles

A person may wish to delegate his/her role to another person. Typically, a PhD student may
be entitled by his supervisor to take over some of simple technical tasks. Therefore, it is
necessary to distinguish between the role and the attributes which were used to assign the role

ͥ͠https://www.switch.ch/aai/support/tools/uapprove/
ͦ͠https://meatwiki.nii.ac.jp/confluence/x/aQLO

ͤ͟/ͦ͞

https://www.switch.ch/aai/support/tools/uapprove/
https://meatwiki.nii.ac.jp/confluence/x/aQLO
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to the person initially. While the person receiving thedelegationwill receive the role including
all related entitlements, he/she will not receive the attributes.

Another important aspect is to distinguish between delegable roles and non-delegable roles. It
is, however, recommended to minimize the non-delegable roles, as the delegation of roles is
necessary in practice andmaking roles non-delegable often results in impersonation of users
by sharing their credentials, which is much riskier behavior.

Another aspect is that delegationmay introduce need for ϐiner granularization of roles, as the
delegator may need to delegate only a subset of his/her entitlements.

A.͡.ͥ. Legal Requirements for Security & Privacy

In the European Union (EU), the following regulations apply:

• Directive on the protection of personal data ͧͣ/ͤ͢/EC [ͣ͡],

• Directive ͧͧͧ͟/ͧ͡/EC on a Community framework for electronic signatures [ͣ͢],

• Directive ͤ͠͞͞/͟͠͡/EC on services in the internal market [ͣͣ],

• Directive ͠͞͞͠/ͣͦ/EC concerning the processing of personal data and the protection
of privacy in the electronic communication sector [ͣͤ].

Another part of the frameworkwill beGeneral Data ProtectionRegulation (GDPR), obsoleting
ͧͣ/ͤ͢/EC. Consensus has been reachedͧ͠ between the European Commission, Parliament,
and Council (so-called ’trilogue’ meetings) on December ͣ͟, ͣ͟͠͞ and the GDPR has been
submitted for approval process in Parliament. Consequences of GDPR are yet to be under-
stood.

A.͢. Modes of Access and Authorization

This section deals with the mode of access to the samples and data and with the concept
of authorization, related to any restricted access. The basic access modes are discussed in
appendix A.͢.͟, including open access, restricted access and committee-controlled access.

Authorization is the process of granting or denying access to given object or service. We partic-
ularly describe two main automated authorization approaches relevant for purposes of the
BBMRI-ERIC: rule-based access control in appendix A.͢.͠ and role-based access control in
appendix A.͢.͡.

ͧ͠http://europa.eu/rapid/press-release_IP-ɴɸ-ɹɶɵɴ_en.htm

ͤ͠/ͦ͞

http://europa.eu/rapid/press-release_IP-15-6321_en.htm
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A.͢.͟. Access modes to the data/samples

Based on sensitivity of the data and associated risks, as well as on access policies, the access
control to the information and material can be divided into the following classes:

Open/public access Access is not restricted and the data is publicly available.

Restricted access This includes both RBAC andMandatory Access Control (MAC), aswell as
committee-controlled access described below. Choice of speciϐic strategy depends on
practical implementability, as discussed in appendix A.͢.

For practical purposes of implementation in the BBMRI-ERIC context, such minimiza-
tion of user annoyance by more complicated security procedures, we will differentiate
between the two levels of restricted access:

High-security restricted access requires higher level of assurance of the accessing
person (implementation requirementsdiscussed later in this document), existence
of ethically approved project and ensuring that samples/data use in the project is
compliant with the informed consent accompanying the samples/data.

High-security restricted access is used for controlling access to the IT services im-
plementing use cases with high risk of security threats (covered by STRIDE) or
privacy threats (covered by LINDDUN). See section ͡.ͣ on page ͢͞ for results of
risk analysis.

Low/medium-security restricted access covers all other types of restricted access.

Low/medium-security restricted access covers low/medium risks, see again sec-
tion ͡.ͣ on page ͢͞ for results of risk analysis for use cases. See also comment
on the speciϐics of S+UCs-͟ in that section, as some services may be available in
both open accessmode and low/medium securitymode, sharing different level of
information.

Committee-controlled access Is a speciϐic subclass of restricted access, where the access is
decided for a speciϐic user oruser groupand/or for a speciϐic purposebya (Data|Samples)
Access Committee (AC). Such a committee typically consists of representatives of cus-
todians of samples/data: e.g., when a researcher has samples hosted by a biobank, the
AC may be the researcher, or the biobank, or both, depending on the contract between
the researcher and the biobank hosting the samples.

Primary reason for committee-controlledaccess is to give sample/data custodians greater
degree of control (i.e., manual) for what purposes these are used. Typically, it is com-
bined with high-security restricted access—but not necessarily always.

Technically, the committee-controlled access can be implemented, e.g., by Resource En-
titlement Management System (REMS) [ͦ].

ͤ͡/ͦ͞
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A.͢.͠. Rule-based access control: Discretionary Access Control (DAC) and Mandatory
Access Control (MAC)

Discretionary Access Control (DAC) and MAC approaches are rule-based authorization sys-
tems, which differ mainly in who sets the rules for a given object or service [͡͞].

DAC is an approach where each object has an owner and the owner speciϐies access rules for
individual people to the selected objects.

MAC is an approach where the system administrator sets up access control rules for individ-
ual people to selected objects. Inheritance of access control is typically supported, so that the
child object inherits permissions from parents, unless explicitly stated otherwise. It is called
mandatory, since the owner of the data is not allowed to alter the access control rules.

A.͢.͡. Role-Based Access Control (RBAC)

RBAC is an approach based on the roles that are assigned to the person and the authorization
is done based on the person’s role.

Attribute-basedRBAC Roles can be also derived from the attributes that are released from
IdPs or attribute services as discussed in appendix A.͡.ͣ.

In practice, there might be problems with this approach due to insufϐicient attributes being
released by the IdPs to the SPs, mostly because of privacy concerns in the non-user-centric
federated identity systems. Similar to reliability issue described above, the individual user
may not be able to inϐluence policy of her IdP, especially in larger institutions. Therefore
concept of additional attribute authorities (or Proxy IdP) may need to be used, increasing
formal burdens as the attributes must be issues on provable basis.

Example of attributes available in practical academic federations include͡͞:

• identiϐier of the person: eduPersonTargetedID,
• name of the person: commonName, displayName (while some federations also request
givenName, surname, commonNameASCII),

• organization with which the person is afϐiliated: schacHomeOrganization,
• type of afϐiliation of the person: eduPersonScopedAffiliation, which can be
{faculty, student, staff, alum, member, affiliate, employee,
library-walk-in}@organization.org

• other attributes: mail.

͡͞This list of examples is based on eduGAIN recommended attributes, https://wiki.edugain.org/IDP_
Attribute_Profile:_recommended_attributes

ͤ͢/ͦ͞
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Another problem with pure attribute-based RBAC is delegation (see appendix A.͡.ͤ), where
a person needs to delegate his/her role to some other person (if the person to receive the del-
egation does not have the same attributes as the delegator). Hence the RBAC based directly
on attributes from IdPs is more useful for initial assignment of roles to the people, and then
working explicitly with roles to allow also for delegation.

Project-basedRBAC This is a variant of the RBACwhere each user is strictly related to one
or more projects, and the access control is based on those projects. This model often comes
with additional non-interlinking condition, where the sameuser has permission toworkwith
data set A for project ͟ and data set B for project ͠ respectively, but is not allowed tomerge or
correlate A and B. In order to map such requirements on existing access control systems, the
common approach is to introduce new identities, comprised of a subset of Cartesian product
of users and projects; i.e., identities like user͟_project͟, user͟_project͠, user͠_project͟, etc.
The access control is then set based on the project afϐiliation of the identity. Such an approach
has been implemented BiobankCloud platform͟͡ [ͣͥ, ͣͦ], MOSLER͡͠ and TSD.͡ ͡

A.͢.͢. Semantic development of committee-controlled access

Note that there is a subtle semantic shift since BioMedBridges Deliverable ͣ.͡ [͟͡] in howwe
work with committee-controlled access.

The Deliverable used the committee-controlled access as a further risk reductionmechanism
beyond normal restricted access. Based on additional experience with the practical use of
committee-controlled access in biobanks, we consider it rather an organizational measure
for manual evaluation of compliance of the informed consent with the research intent of the
project or to allow for prioritization of projects for resources that can be depleted (typically
biological samples).

Hence we opted for separation of the risk management from the committee-controlled ac-
cess, which resulted in introduction of high-security restricted access and low/medium-se-
curity restricted access introduced in appendix A.͢.͟. The committee-controlled access then
remains orthogonal and can be combined with any restricted access mode.

A.ͣ. Privacy-Enhancing Technologies (PET)

Privacy-Enhancing Technologies (PET), deϐined, e.g., in ISO ͧ͟͠͞͞ [ͣͧ] and [ͣ͡]), deal with
problems of protecting privacy of individuals in information technologies and information
systems. As a part of the PET, we introduce the following deϐinitions:

͟͡http://www.biobankcloud.com/
͡͠https://bils.se/resources/mosler.html
͡͡https://www.norstore.no/services/TSD

ͤͣ/ͦ͞

http://www.biobankcloud.com/
https://bils.se/resources/mosler.html
https://www.norstore.no/services/TSD
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DT-1 Personal data. According to the deϐinition of the GDPR: “‘personal data’ means any
information relating to an identiϐied or identiϐiable natural person (’data subject’)”
[ͤ͞]. This data type can be further divided into:

DT-1a Data related to individual identiϐiable person.

This typically includesoriginal data in thepatients healthcare records, ques-
tionnaires, etc., including patients identiϐiers.

DT-1b Coded data, which typically means that some identifying information (e.g.,
names, civic number or social security ID) has been removed and poten-
tially replaced with a code (a “pseudonym”, but the removal of the infor-
mation may not be sufϐicient in the sense of GDPR pseudonymization, see
DT-3). This is an auxiliary type introduced in this paper, which is not di-
rectly described by the GDPR but which is often used in practice.

DT-2 (De facto) anonymized data Anonymity of a subject from the perspective of an at-
tacker means that the attacker cannot sufϐiciently identify the subject within a set
of subjects, the anonymity set [ͣ͡]. This data is therefore no longer personal, but it
bears non-zero risk of re-identiϐication. Anonymization must be always understood
in a given context considering likelihoodof attacks, e.g., fromadversarieswith speciϐic
background knowledge.

DT-3 Pseudonymizeddata In the strict interpretation of GDPR, this is datawhich if the key
is not known, it can be considered anonymous͢͡ (i.e., with the same requirements as
for DT-2).
This deϐinition differs from previously used deϐinitions of pseudonymization, see, e.g.,
[͟, ͣ͡], and there is pending debate on implications of such deϐinition (c.f. DT-1b
“Coded data”).

DT-4 Data from deceased people does not fall under General Data Protection Regulation
but enjoys legal protection under different national jurisdictions. Also professional
secrecy does not end with the death of a person (patient).

DT-5 Non-human data that does not contain any trace of personal/human data and thus
is not privacy sensitive (e.g., temperature monitoring data from sample storage sys-
tems).

Furthermore, we introduce the following auxiliary deϐinitions to simplify the text:

Privacy-enhanced data is data, forwhich identiϐiers have been removedor replacedusing a
method that is either impossible to revert or that would require unreasonable amount
of time and manpower without knowing the initial information.

͢͡GDPR deϐinition reads as follows: “means the processing of personal data in such a manner that the personal
data can no longer be attributed to a speciϐic data subject without the use of additional information, provided
that such additional information is kept separately and is subject to technical and organisational measures to
ensure that the personal data are not attributed to an identiϐied or identiϔiable natural person;”

ͤͤ/ͦ͞
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This term can be used for denoting (de facto) anonymized data or pseudonymized data
or coded data, andwewill use it in this document to cover both. This is consistent with
the speciϐication in ISO ͦͧ͟͠͞ [ͤ͟].

It is worth mentioning there is disagreement among different authors regarding PET termi-
nology. Namely ISO ͣͥ͠͠͡ [͟] understandspseudonymizationas aparticular typeof anonymiza-
tion – see the deϐinition of pseudonymization:

pseudonymization: particular type of anonymization that both removes the
association with a data subject and adds an association between a particular set
of characteristics relating to the data subject and one or more pseudonyms

and a similar view is shared by Holmes in [ͤ͠, slide ͤ͟ff]. This is inconsistent with the notion
of anonymization in the mathematical sense (see deϐinitions above) and will not be used in
this document.

It is also important to understand that anonymization is not a deϐinitive process, it is rela-
tive to the risks, and thus it is expected to evolve into a procedural deϐinition that is time-
dependent and circumstances-dependent. The newly prepared GDPR already assumes this
and Recital ͠͡ states as followsͣ͡:

The principles of data protection should apply to any information concerning
an identiϐied or identiϐiable natural person. To determine whether a person is
identiϐiable, account should be taken of all themeans reasonably likely to be used
either by the controller or by any other person to identify or single out the indi-
vidual directly or indirectly. To ascertain whether means are reasonably likely to
be used to identify the individual, account should be taken of all objective factors,
such as the costs of and the amount of time required for identiϐication, taking
into consideration both available technology at the time of the processing and
technological development.

A.ͣ.͟. Anonymization

As described in [ͤ͡] and [ͤ͢], anonymization is typically applied to a table which contains
microdata in the form of records (rows) that correspond to an individual and have a number
of attributes (columns) each. These attributes can be divided into three categories:

͟. Explicit identiϐiers are attributes that clearly identify individuals (e.g., name, address).
͠. Quasi-identiϐiers are attributes whose values taken together could potentially identify

an individual (e.g., birthday, ZIP code).
͡. Attributes that are considered sensitive (e.g., disease, salary).

ͣ͡http://www.europarl.europa.eu/sides/getDoc.do?pubRef=-//EP//TEXT+TA+Pɺ-TA-ɵɱɴɷ-ɱɵɴɵ+ɱ+DOC+
XML+Vɱ//EN

ͤͥ/ͦ͞

http://www.europarl.europa.eu/sides/getDoc.do?pubRef=-//EP//TEXT+TA+P7-TA-2014-0212+0+DOC+XML+V0//EN
http://www.europarl.europa.eu/sides/getDoc.do?pubRef=-//EP//TEXT+TA+P7-TA-2014-0212+0+DOC+XML+V0//EN
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Anonymization aims at processing such a microdata table in a way that it can be released
without disclosing sensitive information about the individuals. In particular, three threats are
commonly considered in the literature that can be mitigated using different anonymization
methods:

͟. Identity disclosure, whichmeans that an individual can be linked to a particular record
in the released table [ͤ͡].

͠. Attribute disclosure, which means that additional information about an individual can
be inferred without necessarily having to linking it to a speciϐic record in the released
table [ͤ͡].

͡. Membership disclosure, which means that it is possible to determine whether or not
an individual is contained in the released table utilizing quasi-identiϐiers [ͤͣ].

According to [ͤ͡], as a ϐirst step in the data anonymization process, explicit identiϐiers are
removed. However, this is not enough, since an adversary may already know identiϐiers and
quasi-identiϐiers of some individuals, for example from public datasets such as voter registra-
tion lists. This knowledge can enable the adversary to re-identify individuals in the released
table by linking known quasi-identiϐiers to corresponding attributes in the table. Thus, fur-
ther anonymization techniques should be employed, such as suppression or generalization.
Suppression denotes the deletion of values from the table that is to be released. Generaliza-
tion basically means the replacement of quasi-identiϐiers with less speciϐic, but still semanti-
cally consistent values. It is worth noting that both suppression and generalization decrease
the information content of the table, so in practice, these techniques should be applied to the
extent that an acceptable level of anonymization is achieved while as much information as
possible is preserved.

In order to quantify the degree of anonymization, multiple metrics have been proposed:

k-anonymity meaning that, regarding the quasi-identiϐiers, each data item within a given
data set cannot be distinguished from at least k − 1 other data items [ͤͤ].

l-diversity meaning that for each group of records sharing a combination of quasi-identi-
ϐiers, there are at least l “well represented” values for each sensitive attribute [ͤͥ]. l-
diversity implies l-anonymity.

t-closeness meaning that for each group of records sharing a combination of quasi-identi-
ϐiers, the distance between the distribution of a sensitive attribute in the group and the
distribution of the attribute in the whole data set is no more than a threshold t [ͤ͡].

δ-presence which basically models the disclosed dataset as a subset of larger dataset that
represents the attacker’s backgroundknowledge. Adataset is called (δmin, δmax)-present
if the probability that an individual from the global dataset is contained in the disclosed
subset lies between δmin and δmax [ͤͣ].

Different variants of l-diversityhavebeenproposed, suchas entropy-l-diversity and recursive-
(c, l)-diversity, which implement different measures of diversity. It was shown that recursive-
(c, l)-diversity delivers the best trade-off between data quality and privacy [ͤͥ]. Different

ͤͦ/ͦ͞
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variants exist also for t-closeness, e.g., equal-distance-t-closeness, which considers all values
to be equally distant from each other, and hierarchical-distance-t-closeness, which utilizes
generalization hierarchies to determine the distance between data items [ͤ͡].

Both k-anonymity and l-diversity mitigate identity disclosure, while l-diversity additionally
counters attribute disclosure. t-closeness is an alternative for protecting against attribute dis-
closure, while δ-presencemitigatesmembership disclosure. Regarding the LINDDUN threats,
k-anonymity and l-diversity mitigate identiϐiability and linkability threats according to [͢].

An open source tool that implements all of the anonymizationmetrics described above is the
ARX toolkit and software library.͡ ͤ

Another anonymizationmethod calledQuery-Set-Size Control canbeused in order todynami-
cally answer statistical queries in a privacy preservingmanner. The basic functional principle
of this method is to return answers only if the number of entities contributing to the query
result exceeds a given value k [ͤͦ]. While it has been shown that thismeasure can be defeated
by trackers [ͤͧ], the susceptibility to tracker attacks can be prevented by only allowing pre-
deϐined/restricted queries to be issued.

For the future, we recommend to investigate further approaches to anonymization, e.g., per-
turbation, which basically means the insertion of noise into microdata that is to be released
[ͥ͞].

Practical Recommendation for Anonymization There is no universal rule that applies
to all the cases. Authors of guidelines for sharing clinical trials data [ͥ͟] have performed an
extensive survey of literature and existing guidelines, what is considered anonymous data
based on the minimum cell size, which is equivalent to k for k-anonymity on the level of indi-
vidual cells of source data [ͥ͟, Appendix B, page ͦͥ͟]. Most commonly used value is ͣ, which
means risk of re-identifying the data of ଵ

ହ = 20%. Some custodians use smaller values down
to ͡ [ͥ͠–ͥͤ], while others require larger values of ͟͟ (in USA [ͥͥ–ͦ͞]) to ͠͞ (in Canada [ͦ͟,
ͦ͠]). The maximum found in the literature was ͣ͠ [ͦ͟]. Obviously the higher the k, the more
suppression occurs or the more generalization is required.

A.ͣ.͠. Pseudonymization

Compared with anonymization as described in appendix A.ͣ.͟, pseudonymization also miti-
gates the LINDDUN threat types identiϐiability and linkability according to [͢]. However, un-
like anonymization, it does not remove the association between the identifying data set and
the data subject, but rather replaces it with an association to one or more pseudonyms that
usually enable only a restricted audience to re-identify the respective data subject. Typically,
the possibility to re-identify subjects of pseudonymized data is restricted to members of the
organizational entity that shared the pseudonymized data.

ͤ͡arx.deidentifier.org/

ͤͧ/ͦ͞

arx.deidentifier.org/
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Pseudonymization is required whenever the re-identiϐication of data subjects from whom
data has been shared might be necessary, for example in the case that research leads to new
scientiϐic ϐindings the data subject requested to be informed about, or in case the data subject
wants to withdraw or modify informed consent regarding data sharing.

Pseudonymization of data may be conducted by a data provider using encryption of identi-
ϐiers before the data is sent to a particular consumerwith a consumer speciϐic secret key that
was created ahead of time. This measuremitigates privacy threats arising from the linking of
data sets that were sent to different data consumers because the same records have different
identiϐiers in different data sets. Furthermore, the consumer speciϐic identiϐiers could allow
for the identiϐication data leaks.

A.ͤ. Accounting, Auditing, Provenance

Accounting and audit trails. Accountability is one of the key aspects of every infrastruc-
ture dealing with human biological material or data sets. Accounting means that actions of
users should be recorded in the audit trails (logs), and these audit trails should be stored for
a long time in order to be able to reconstruct ϐlow of events in case of any investigation.

A common approach to this is distributed logging, that uses secure loggers, which are typi-
cally single-purpose computers with high physical security and software security and strong
integrity measures. They provide unidirectional “sink interface” for other entities of the dis-
tributed system used to log events. Availability aspect is also very important in such setups,
in oder to make them resistant to denial of service attacks.

Provenance. The goal of provenance is to provide consistent and complete information
about history of both physical objects (biological samples) and digital objects (data sets, im-
ages, etc.). This goes well beyond the security & privacy (accountability), as provenance
is also needed for quality management and for repeatability and reproducibility of results
achieved using samples, data, and services provided by BBMRI-ERIC.

Common approaches to provenance include Open Provenance Model (OPM) and PROV Data
Model (PROV-DM), as discussed in the results from EHR͢CR and TRANSFoRm in [ͦ͡]. OPM is
graph-basedwhere edges describe relations and vertices describe entities: artifacts (speciϐic
ϐixed data with context), processes (data transformations), agents (execution controllers –
humans or immutable software). PROV-DMbuilds onOPMand adds attributions and extends
support for evolution of entities over the time.

A.ͥ. Protection of Storage and Communication Channels

Protection of storage and communication covers several aspects:

ͥ͞/ͦ͞
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Protection against communication eavesdropping and storage intrusion bothofwhich
rely on sufϐicient encryption.

For network communication because of performance reasons, this typically combines
asymmetric cryptography and symmetric. Computationally demanding asymmetric
cryptography is used for exchange of randomly generated keys for computationally less
demanding symmetric cryptography,which is in turnused for high-throughput commu-
nication.

For storage applications, similar approach can be used, protecting a key for symmetric
cryptography using asymmetric encryption. The storage may also use distributed en-
cryption, where the resulting system of k nodes may be resilient up tom security-com-
promised nodes (without compromising security of data) as well as up to n of unavail-
able nodes (without compromising security). Such approach has been demonstrated
previously by Hydra FSͥ͡ and Charon FS.͡ ͦ

Protection against man-in-the-middle attacks requiring authentication of all the commu-
nicating parties. This is typically part of the secure network communication protocols,
where certiϐicates issued by well-established CAs are used for server authentication
by the client, while password-based or certiϐicate-based approach is used for client au-
thentication by the server. The certiϐicate-based approach for client authentication is
still in practice limited because of limited access of users to certiϐicates, and also be-
cause of more complicated operations for non-technical users (although it is required
for LoA > 2).

Countermeasures against vulnerability exploitation which focus mostly on avoiding ac-
cess of the users to all the unnecessary services. This includes deployment and main-
tenance of network ϐirewalls as well as limiting both physical and remote access to the
computational and storage systems.

Vulnerabilities of systems should be continuouslymonitored and systems should be up-
dated for all relevant vulnerabilities. Systems should be also proactively tested against
known vulnerabilities (using tools like Nessusͧ͡ [ͦ͢]).

Practical implementationneeds topay close attention to the state-of-the-art of the approaches
and tools, as some previously accepted techniques may become obsolete or deprecated. An
example of this may be the use of all versions of Secure Socket Layer (SSL) due to their in-
herent deϐiciencies [ͦͣ], so that for reasonably secure communication the service providers
are expected to have switched to TLS ͟.͟ or newer (TLS ͟.͞ is also considered deprecated͢͞

[ͦͤ]).

ͥ͡https://twiki.cern.ch/twiki/bin/view/EGEE/DMEDS
ͦ͡https://github.com/biobankcloud/charon-chef
ͧ͡http://www.nessus.org/
͢͞https://forums.juniper.net/tɸ/Security-Now/NIST-Deprecates-TLS-ɴ-ɱ-for-Government-Use/ba-

p/ɵɷɵɱɸɵ

ͥ͟/ͦ͞

https://twiki.cern.ch/twiki/bin/view/EGEE/DMEDS
https://github.com/biobankcloud/charon-chef
http://www.nessus.org/
https://forums.juniper.net/t5/Security-Now/NIST-Deprecates-TLS-1-0-for-Government-Use/ba-p/242052
https://forums.juniper.net/t5/Security-Now/NIST-Deprecates-TLS-1-0-for-Government-Use/ba-p/242052
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A.ͦ. Organizational Aspects of Security

ISO/IEC ͥ͠͞͞͞ is a series of standards for information security management, aiming at
implementing and operating an Information Security Management System (ISMS). The core
part of the standard is ISO/IEC ͥ͟͠͞͞which provides theminimumrequirements for an ISMS,
including a reference catalog of more than a hundred physical, technical and organizational
information security controls that have to be implemented (if no exclusions apply) by any
organization striving for compliance against the standard.

ISO/IEC ͥͦ͟͠͞ is a code of practice for controls to protect PII processed in public cloud
computing services. It may be used in conjunction with the requirements and security con-
trols provided by ISO/IEC ͥ͟͠͞͞. That means, for example, that the core ISMS of a pub-
lic cloud services provider will be established according to ISO/IEC ͥ͟͠͞͞ with the manda-
tory security controls from this standard, and the extended and additional controls listed in
ISO/IEC ͥͦ͟͠͞ will be added to the scope of this ISMS.

The main controls focus on the following areas relevant for trusted PII processing (the list
not exhaustive):

• contractually deϔined purpose of data processing: data may be only used for the pur-
poses deϐined in the contract between the service provider and consumer (i.e., service
provider may not use them for any other purposes, such as data mining or advertisin,
unless allowed in the contract);

• provable removal of data: removal of temporary ϐiles after processing, as well as prov-
able removal of data after termination of the contract; additionaly, there are require-
ments on data encryption, restrictions on making hardcopy material, and on availabil-
ity of tools to show the data distribution in the cloud infrastructure for the customer;

• incident handling& transparency: including notiϐication of customer about any relevant
security incidents, recoding to whom the data has been disclosed.

A.ͧ. Other Terminology

Thekeywords “MUST”, “MUSTNOT”, “REQUIRED”, “SHOULD”, “SHOULDNOT”, “RECOMMENDED”,
“MAY”, and “OPTIONAL” in all further sections of this document are to be interpreted as de-
scribed in RFC ͧ͟͟͠ [ͦͥ]. “SHALL” and “SHALL NOT” will not be used as reserved words in
this document for the sake of simplicity.

As common in IGTFdocuments,͢ ͟ if a “SHOULD” or “SHOULDNOT” is not followed, the reason-
ing for this exception must be explained to relevant accrediting bodies to make an informed

͢͟https://www.igtf.net/

ͥ͠/ͦ͞

https://www.igtf.net/
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decision about accepting the exception, or the applicant must demonstrate to the accrediting
bodies that an equivalent or better solution is in place.

Individual-level data is data about individual persons (participants = patients + donors)
contributing their data and biological material for biobanks.

Sample-level data is data related to the individual samples stored in the biobanks.

ͥ͡/ͦ͞
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B. General Requirements

Privacy and security requirements represent the current state of understanding of what are
recommended approaches to mitigate risks inherent to processing human and medical data.
These requirements must be reviewed and updated as state of the art evolves. They can be
both strenghened if demonstrated insufϐicient, but can be also relaxed if less strict approach
is proven (or becomes generally accepted) as sufϐicient. An initial set of requirements has
been published as a part of EGI-Engage Milestone Mͤ.͠ document͢͠ and then continuously
reϐined as an appendix of this architecture document.

When implementing these requirements, the risks should be evaluated speciϐically for every
case and requirements adjusted accordingly.

B.͟. Requirements on Personal Information Protection

Because of the particular importance of protection of personal information for BBMRI-ERIC,
this section summarized general requirements:

Req-1 Unless exempted by requirement Req-2, any directly identifying data SHOULD stay at
the originating institutions (formally deϐined as “data owners” by data protection regu-
lations), which MUST implement either rule-based access control, or RBAC, or commit-
tee-based access control.

Req-2 It is only allowed to transfer data outside of a custodian’s infrastructure, the data recip-
ient (“processor”) MUST assure at least the same level of data protection.

Req-3 Persons entitled to data access MUST NOT attempt to re-identify the person or other-
wise counteract the de-identiϐication of data. This SHOULD be covered by data access
conditions if data is accessed locally in the biobank (requirement Req-1), or by DTA or
MTA if data is transferred to recipient (requirement Req-2).

Req-4 For the data to be considered (de facto) anonymized data in BBMRI-ERIC infrastruc-
ture, the data MUST be at least k-anonymized, SHOULD be set to k ≥ 5, and all the
parameters SHOULD be considered quasi-identiϐiers.
It is of a particular note here that data custodians/owners may increase the k and/or
apply other technical protection measures (see appendix A.ͧ.ͣ) if their national ethical
and legal environment demands so or if they perceive the residual risks unacceptable.

k ≥ 5 has been selected as the minimum commonly acceptable value based on literature sur-
vey discussed in appendix A.ͣ.͟, so that we don’t impose unnecessary data suppression and
generalization where not necessary. If data needs to be protected also against attribute dis-
closurewhencorrelatedwith additional knowledgeavailable fromelsewhere, thek-anonymity
is insufϐicient and additional measures (such as l-diversity, t-closeness, or δ-presence dis-
cussed in appendix A.ͣ.͟) need to be considered.

͢͠https://documents.egi.eu/document/ɵɹɺɺ

ͥ͢/ͦ͞

https://documents.egi.eu/document/2677
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Req-5 High security restricted access (see page ͤ͡) (a) MUST incorporate LoA ≥ 2 for both
identity veriϐication and authentication instance, (b)MUST include support for access
control based on persons afϐiliated to projects, and (c) MUST include assessment of
compliance of the projects with informed consent.

Req-6 The following table summarizes minimum requirements for different types of privacy-
sensitive data

Table ͧ: Minimum requirements for basic data types. Non-personal data is used to de-
note data that does not contain any traces of privacy-sensitive data (e.g., data
about operation of the biobank storage systems).

directly
identifying
data (DT-1a)

coded data
(DT-1b)

(de facto)
anonymized
data (DT-2)

non-human
data (DT-5)

Authentication and authorization
Identity veriϐication LoA ≥ ଶ LoA ≥ ଶ LoA ≥  open
Authentication instance LoA ≥ ଷ LoA ≥ ଶ LoA ≥  open
Assessing project & informed
consent compliance

not available
for research

MANDATORY RECOMMENDED –

Restricted access high security high security medium-low
security

open

DTA/MTA REQUIRED REQUIRED RECOMMENDED open
Authentication and authorization

Access log archive since last access ≥ ଵ years ≥ ଵ years ≥ ଷ years –
Data transfers and storage

Encrypted storage REQUIRED REQUIRED
Encrypted transfers REQUIRED REQUIRED

Req-7 The BBMRI-ERIC policies MUST be compatible with GÉANT Data Protection Code of
Conduct͢͡ [ͣ͠].

B.͠. Requirements on Accountability and Archiving

Req-8 Acceptation of a DTA or a MTA MUST be stored in non-repudiable way by both parties
of the agreement. The documentMUST contain agreed starting date and lifespan of the
contract.
Possible implementation is PDF documents signed electronically by both parties using
visible signature stamp, so that it can be also printed for archival purposes.

Req-9 Release process of any samples or any data containing person-level information (i.e.,
including (de facto) anonymized data and pseudonymized data and coded data) MUST
be documented in non-repudiable way by the biobank.

Req-10 Link MUST be maintained between the DTA/MTA and the samples and data sent to the
requesting party.

͢͡http://www.geant.net/uri/dataprotection-code-of-conduct/Pages/default.aspx

ͥͣ/ͦ͞

http://www.geant.net/uri/dataprotection-code-of-conduct/Pages/default.aspx
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Req-11 Access logs to anydata that involves informationon the level of individuals (e.g., sample-
level data including (de facto) anonymized data) MUST be kept for minimum of ͡ years.
Note that this is a minimumwhich may be increased for speciϐic cases, such as require-
ment Req-12.

Req-12 Access logs to any directly identifying data or coded data MUST be kept at least for the
same time asmedical records in the following countries: the country of the participant
(donor or patient), country of the data custodian, country of the data processing in-
stitution. RECOMMENDED minimum value is ͟͞ years. Access logs MUST be kept for
each BBMRI-ERIC Identity at least on the level of (a) date/time of beginning of access
(signing DTA/MTA), (b) last date/time of access.
͟͞ years recommended threshold has been selected as the minimum commonly found
in themedical records retention, so thatwedon’t imposeunnecessarydata suppression
and generalization where not necessary. This is based on the following ϐindings:

• ͟͞ years since the last record in the patient care journal in Sweden,͢ ͢
• ͟͞ years for images in Italy and “forever” for clinical records (since the latter are
considered legal documents)ͣ͢

• ͟͞ years in Norway by default, with some speciϐic cases extended up to ͤ͞ years
(such as exposure to carcinogens),

• ͣ years of ambulant care, ͟͞–͢͞ years for various types of common care, ͟͞͞ years
for speciϐic records (infectious diseases, mental disorders) in the Czech Repub-
lic,͢ ͤ

• ͣ͟ year in Netherlands,
• ͟͞ years in a private medical center for personal medical record, ͠͞ years in a
public medical center for personal medical record, except if the patient is dead,
͟͞ years after the death or ͟͞ years after the last examination in the hospital in
France,

• ͣ͠ years in United Kingdom,͢ ͥ
• ͡͞ year in Germany.͢ ͦ

It is of a particular note here that national nodes may increase this threshold if their na-
tional ethical and legal environment implies so.

B.͡. Requirements of Protection of Users Privacy

Req-13 BBMRI-ERICMUSTNOT use tracking of usersͧ͢ beyond auditing, understanding user’s
behavior and individual optimize services, and providing information about the impact
of BBMRI-ERIC infrastructure. BBMRI-ERIC policy which describes the user tracking

͢͢https://www.socialstyrelsen.se/fragorochsvar/patientjournaler (available in Swedish)
ͣ͢Regulation Min.San.Dg.Osp./Div.III/n.ͧ͞͞.͠/AG./ͤ͢͢/ͦ͠͞ ͧ͟.͟͠.ͦͤ, see also Regulation DLͥͧ͟/͟͠͞͠/a.͟͡/c.ͣ,

http://www.normattiva.it/uri-res/NɵLs?urn:nir:stato:decreto.legge:ɵɱɴɵ;ɴɺɼ~artɴɶ-comɸ (avail-
able in Italian). See http://www.slideshare.net/DigitalLaw/la-cartella-clinica-elettronica-lisi
(available in Italian) for a discussion.

ͤ͢Regulation ͧͦ/͟͠͞͠, https://www.zakonyprolidi.cz/cs/ɵɱɴɵ-ɼɻ (available in Czech).
ͥ͢http://www.nhs.uk/chq/Pages/ɴɻɻɼ.aspx?CategoryID=ɹɻ
ͦ͢http://www.kvhb.de/aufbewahrungsfristen (available only in German)
ͧ͢Following users both in individual services and across different IT services, see, e.g., [ͦͦ–ͧ͡] for more discus-

sion of various techniques.

ͥͤ/ͦ͞

https://www.socialstyrelsen.se/fragorochsvar/patientjournaler
http://www.normattiva.it/uri-res/N2Ls?urn:nir:stato:decreto.legge:2012;179~art13-com5
http://www.slideshare.net/DigitalLaw/la-cartella-clinica-elettronica-lisi
https://www.zakonyprolidi.cz/cs/2012-98
http://www.nhs.uk/chq/Pages/1889.aspx?CategoryID=68
http://www.kvhb.de/aufbewahrungsfristen
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MUST be publicly available and MUST be written in simple terms understandable also
for non-technical users.

Req-14 Whenever requested by regulations, the user MUST be clearly notiϐied that tracking is
in place and consent with the this policy. If the user does not provide consent with the
tracking policy, heMUST be notiϐied that those serviceswill not be available to him/her.

Req-15 While BBMRI-ERIC MAY use external services to analyze user behavior, use of these
services MUST NOT include those services dealing with privacy-sensitive data from
biobanks. Users MUST be clearly notiϐied about use of such external services.
This allows cautious use of third party tools such as Google Analytics for analysis of
web-based applications, as BBMRI-ERICwill not have capacity to develop/operate such
services in-house.

Req-16 The data coming from user tracking MUST be treated as conϐidential by BBMRI-ERIC.
Corollary: This does not say—on purpose—that the data must be collected inside of
BBMRI-ERIC infrastructure, as this would rule out Google Analytics and similar ser-
vices. But once the data is transferred to BBMRI-ERIC, it MUST NOT be published out-
side.

B.͢. Requirements on Data Storage, Transfers, and Computer Networks

Req-17 Directly identifying data and coded data SHOULD be stored encrypted with state-of-
the-art encryption strength appropriate to the sensitivity of the data.
See appendix A.ͥ for brief discussion of available technologies.

Req-18 Computernetworksused forprocessingdirectly identifyingdata and codeddata SHOULD
use trafϐic ϐiltering to lower risks of attacks fromoutside. Devices connected to the com-
puter networks SHOULD be protected on their own (i.e., end-device security) in order
to minimize damage when an attacker makes it into the protected network perimeters.

Req-19 Secure network protocols MUST be used when transferring privacy-sensitive data (di-
rectly identifying data and coded data) over the network. For (de facto) anonymized
data it is RECOMMENDED.
See appendix A.ͥ for brief discussion of the state of the art, deprecation of SSL, etc.

B.ͣ. Requirements on Software Design and Development

Req-20 All software developed within BBMRI-ERIC MUST have clearly deϐined license.
This requirement is also a prerequisite or at least a facilitating element for other sub-
sequent requirements.

Req-21 Software developed within BBMRI-ERIC SHOULD use open-source license of either BS-
D/Apache/MIT style or LGPL/GPL style.

ͥͥ/ͦ͞
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Choice of particular license needs to consider preferences of the development teams,
dependency on other software, as well as external requirements (e.g., if software is
developed as a part of broader collaboration in externally funded projects).

Req-22 Software developedwithin BBMRI-ERIC SHOULDundergo peer-reviewof the design as
well as of the implementation. The peer-review SHOULD involve individuals or teams
external to the development team of the given software (at least another development
group in the BBMRI-ERIC CS IT).

Req-23 Choice of programming language and third-party libraries and frameworks for the de-
velopment SHOULDconsider security aspects andSHOULD facilitate requirementsReq-21
and Req-22.

Req-24 Software development SHOULD use available static code analysis tools (and security-
oriented analysis tools in particular) such as Coverity Scan.ͣ ͞
Use of such tools is facilitated by the open-source requirement Req-21 and choice of
programming language and various frameworks requirement Req-23.

Req-25 Software developedwithinBBMRI-ERICdealingwith user’s inputMUST implement suf-
ϐicient validation of the input, including prevention of code injection and prevention of
cross-site scripting whenever appropriate.

Req-26 Software developed within BBMRI-ERIC is RECOMMENDED to use publicly available
code repositories with version management, such as SourceForgeͣ͟ or GitHub.ͣ ͠
It is allowed to use also publicly available repositories maintained by the development
teams.

Req-27 Software developed within BBMRI-ERIC SHOULD support versioning as a part of the
conϐiguration management.

Req-28 Software not developed within BBMRI-ERIC but integrated into the BBMRI-ERIC ser-
vices is RECOMMENDED to adhere to the same principles as software developedwithin
BBMRI-ERIC.

ͣ͞https://scan.coverity.com/, as of writing available for free for analysis of open-source software.
ͣ͟https://sf.net
ͣ͠https://github.com/

ͥͦ/ͦ͞

https://scan.coverity.com/
https://sf.net
https://github.com/
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C. Requirements on Use Cases

C.͟. S+UCs-͟: Biobank browsing/lookup

This use case typically does not deal with the privacy-sensitive information, because of the
highly aggregatedmetadata. When generating themetadata, and particularly for small collec-
tions where natural sparseness combined with increasing dimensionality of the data can in-
troduce privacy issues because of “dimensionality curse” [ͧ͠], we require that the data must
adhere to the anonymity guidelines.

Req-29 When extractingmetadata about sample/data collections from the biobanks, the meta-
data generator MUST ensure the data is anonymized to the level of being considered
(de facto) anonymized data: see requirement Req-4 on page ͥ͢.

C.͠. S+UCs-{͠,͡}: Sample/Data Negotiator

Req-30 Sample/Data Negotiator MUST require user to sign MTA or DTA before positively con-
cluding negotiation of access to samples or data respectively.

Req-31 Sample/Data NegotiatorMUST require that all the sample/data requests are donewith
a user afϐiliated to a project. This does not apply for sample reservations, see require-
ment Req-32.

Req-32 As a part of the Sample/Data Negotiator workϐlow, compliance of project (or project
proposal for reservations)with informed consent for samples/dataMUSTbe evaluated,
before enable requester access to the data or samples.

Req-33 Sample/Data NegotiatorMUST require biobankers to consentwith treating all the sam-
ple/data requests as well as reservations as conϐidential.

C.͡. S+UCs-{ͣ,ͤ}: Sample Locator

Req-34 SampleLocatorMUSTalso fulϐill requirements of the Sample/DataNegotiator (appendixC.͠).
Req-35 Users MUST require users to consent to the terms and conditions, including refraining

from any person re-identiϐication attempts, before using Sample Locator.
Req-36 Sample Locator MUST require user to sign MTA or DTA before positively concluding

negotiation of access to samples or data respectively.

ͥͧ/ͦ͞
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C.͢. S+UCs-͟͢: Data Processing

General requirements apply for this use case, and particular attention should be paid to re-
quirements Req-2 and Req-6.

Req-37 Any third party computing and storage infrastructures (particularly cloud infrastruc-
tures) considered for ofϐloading storage and computing applications MUST be risk-an-
alyzed and results of this analysis must be stored for future reviews.

Req-38 Any third party computing/storage infrastructure used for processing and storing the
data MUST provide sufϐicient liability.

Req-39 Physical computing resources used for processing privacy sensitive data (at least di-
rectly identifying data or coded data) SHOULD NOT be used for other simultaneous
applications with lower risk level.
This requirement is particularly focused on minimizing risk of attacks, where an at-
tacker gains access to the virtualmachines on the samephysical host or even to the host
of the virtual machines to attack the virtual machines used for processing of privacy-
sensitive data. Note that the requirement uses “SHOULD NOT” semantics, i.e., excep-
tion can be provided if the operator, e.g., Infrastructure as a Service (IaaS) provider, is
able demonstrate the same or better level of security as if dedicated hardware infras-
tructure is used.ͣ ͡

C.ͣ. Organization Security

Req-40 The security measures SHOULD be clearly documented as a part of the organizational
measures on the institutional level (e.g., level of the biobank).

ͣ͡This requirement is formulated as generic at the moment. Solutions using private/public cloud providers to-
gether with security-related certiϐications will be explored as a part of BBMRI-ERIC activities, e.g., in EGI-
Engage and PhenoMeNal projects, also related to legal requirements and liability aspects.

ͦ͞/ͦ͞
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