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ABSTRACT

In this paper we propose an online multi-task learning algorithm
for video concept detection. In particular, we extend the Efficient
Lifelong Learning Algorithm (ELLA) in the following ways: a) we
solve the objective function of ELLA using quadratic programming
instead of solving the Lasso problem, b) we add a new label-based
constraint that considers concept correlations, c) we use linear SVMs
as base learners instead of logistic regression. Experimental results
show improvement over both the single-task learning methods typi-
cally used in this problem and the original ELLA algorithm.

Index Terms— Concept detection, multi-task learning, video

1. INTRODUCTION

Semantic concept detection in video refers to the task of assign-
ing one or more semantic concepts to video fragments (e.g., video
keyframes) based on a predefined concept list (e.g., “car”, “run-
ning”) [1]. The typical process for this is that the video is initially
segmented into meaningful fragments, called shots; each shot may
be represented by one or more characteristic keyframes; and, several
features (e.g., DCNN-based, hand-crafted) are extracted from either
the keyframes or the entire shot. Then, for each target concept one
supervised learning classifier is trained to solve the binary classifi-
cation problem (i.e, decide on the presence or absence of the con-
cept) [1]. Independently training concept detectors is a single-task
learning (STL) process, where each task involves recognizing one
concept. STL ignores the fact that groups of concepts can be related.
Multi-task learning (MTL) refers to those methods that learn many
tasks together at the same time, using a shared representation, which
can result in better generalization performance. Traditional MTL is
computationally expensive; once a new task arrives the shared rep-
resentation should be learned from scratch. Lifelong or online MTL
is new family of approaches that focuses on efficiently learning new
concepts by building upon previous knowledge [2].

In this work we develop a lifelong MTL algorithm for video
concept detection, referring to it as Efficient Lifelong Learning Al-
gorithm with Label Constraint (ELLA_LC). Specifically, we extend
the existing ELLA [2] in the following ways: a) we solve the ob-
jective function of ELLA using quadratic programming, b) we add
a new label-based constraint that considers concept correlations and
c) we instantiate ELLA with both linear Support Vector Machines
(SVM) and Logistic regression (LR). We evaluate ELLA_LC on the
TRECVID 2013 semantic indexing (SIN) task dataset on 38 different
semantic concepts [3]. Our results show that the proposed algorithm
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leads to better concept-based video retrieval than existing state-of-
the-art concept detection methods.

2. RELATED WORK

A recent trend in video concept detection is to learn features directly
from the raw keyframe pixels using deep convolutional neural net-
works (DCNNs). Most DCNN-based approaches perform the final
class label prediction directly, using a softmax layer [4, 5]. Other ap-
proaches follow a STL process to train classifiers, e.g., SVMs, with
features extracted from one or more layers of DCNNs [6]. More
elaborate methods that consider the relations between concepts have
also been proposed, divided in two main categories: i) methods that
model the label relations [1, 7, 8, 9], i.e., the relations between con-
cepts within a video shot, and ii) methods that model the task rela-
tions. A drawback of the methods in the first category is that they
are affected by the quality of the ground-truth annotation (e.g., fail-
ing when there is only partially-annotated data). Furthermore, they
ignore the fact that concept models, except for label relations, can
be related through different structures captured either from the fea-
ture representation or the task parameters, i.e, the parameters of the
binary classifier learned from the training data. In these two cases
MTL methods that exploit task relations can perform better.

MTL methods learn the relations between many tasks together
at the same time. The main difference of MTL methods is the way
they define task relatedness. Some methods identify shared features
between different task and use regularization to model task related-
ness [10, 11, 12]. Other methods identify a shared subspace over the
task parameters [13, 14, 15]. The methods above make the strong
assumption that all tasks are related; some newer methods consider
the fact that some tasks may be unrelated. For example, the clustered
MTL algorithm (CMTL) [16] uses a clustering approach to assign on
the same cluster parameters of tasks that lie nearby in terms of their
L2 distance. Adaptive MTL (AMTL) [17] decomposes the task pa-
rameters into a low-rank structure that captures task relations, and a
group-sparse structure that detects outlier tasks. The GO-MTL algo-
rithm [18] uses a dictionary based method that allows two tasks from
different groups to overlap by having one or more basis in common.
In general, MTL methods have high computational cost, because the
shared representation for all tasks is learned at once. Online or life-
long MTL, in contrast, can learn consecutive tasks that arrive in a
sequence. The ELLA algorithm [2] is the online version of GO-
MTL [18], presenting similar performance but being three orders of
magnitude faster in training. In this work ELLA is used as the start-
ing point for devising an online MTL algorithm suitable for video
concept detection.
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3. OUR APPROACH

3.1. Problem formulation

A video concept detection system needs to learn a number of super-
vised learning tasks, one for each target concept. Each task ¢ is asso-
ciated with one concept detector (task model) C™" : RY — {£1},

and the training set available for this concept D™ = (! y{Dyre |
where mgt) € RY, ygt) € {£1}. A concept detector can be defined
as CO (x®) = C(xV; w®), where w™® € R is the task param-
eter vector. A concept detection system should be easily extended
with new tasks even if the total number of tasks Tmax is not avail-
able from the start. Furthermore, task parameters of related concepts
may share similar knowledge but also concept correlations obtained
by the ground-truth annotation provide another source of informa-
tion regarding the relations between tasks. In this work, considering
all the above we propose the ELLA_LC algorithm for video concept
detection.

3.2. ELLA with label constraints: ELLA_LC

ELLA_LC is an extension of the ELLA algorithm proposed by Eaton
and Ruvolo [2]. Specifically, we add a new label-based constraint
on ELLA’s model in order to incorporate statistical information of
pairwise correlations between concepts that we can acquire from the
ground-truth annotation. ELLA_LC uses a knowledge shared basis
L € R**¥ for all task models, where the columns of L correspond
to the parameter vectors of k latent tasks. We model the parameter
vector w™® of observed task  as w(? = Ls(t), where s € RF
is a task-specific weight vector that contains the coefficients of the
linear combination. Each linear combination is assumed to be sparse
in L; in this way we assume that there exist a small number of la-
tent basis tasks and the task parameter vector of every observed task
w® is a linear combination of them. The overlap in the sparsity
patterns of any two tasks controls the amount of sharing between
them. ELLA_LC builds a concept detection system that i) updates
the shared basis L when a new concept arrives without building all
the previous task models from scratch; and ii) incorporates the label
correlations of the new concept with all of the previously learned
concepts in order to improve the learning of the task-specific weight
vector regarding the new concept and the shared basis L. The above
problem can be formulated by the following objective function:

T n
1 1
T 2 {m > :ll(C(:cE“; LsY), yf”) +ufs, @
8 t=1 i=1

1

1

t'=1

t! #t
where L refers to the loss function that is used for learning the
task specific parameter vector w'¥; w® is obtained by build-
ing a classifier only using the training data available for task ¢:

1 .

min ), o > E(C(ml(w; w®, yl(t>)), T is the number of
tasks that have been learned so far. r, ;s is the ¢-correlation coeffi-

cient of the concepts learned regarding the tasks ¢ and ¢’, calculated
from the ground-truth annotation of the training set.
This is similar to the objective function of ELLA [2] with the

PRTE
L(s" — sign(ry,y)s" ))H that
incorporates the label correlations. Specifically, we aim to model
highly correlated concepts (positive or negative). We assume that if

, 2
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addition of the extra term: |r | ‘

Algorithm 1 ELLA_LC(k,d,\,u,3)
while existMoreTrainingData() do
T+ T+1,t=T
1. (w(t)7 H(t)) — base,learner(XrEet\)V7 y,E;)V)
2. s® «— Eq.(3)
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5. L« mat((fA + M xd,kxd) lfb)
end while

two concepts are positively correlated, then the underlying task pa-
rameters should be similar; on the other hand, if two concepts are
negatively correlated, then the task parameters should be opposite.
The similarity measure suitable to capture both positive and nega-
tive correlations that was selected in this study is the ¢-correlation
coefficient. To model this assumption we use the above constraint
in the objective function of Eq. (1). The larger the correlation be-
tween two concepts (positive or negative), the higher the imposed
constraint. On the other hand, if two concepts are not correlated,
using the above function will not impose any constraint. This con-
straint is applicable to linear classifiers, where positive correlated
concepts are forced to return similar responses, while negative cor-
related concepts are forced to return opposite responses.

3.3. Problem solution

Equation (1) is not jointly convex in L and s, so ELLA [2]
approximates them using two simplifications that we also follow
here: 1) to eliminate the explicit dependence on all previous training
data through the inner summation, we approximate Eq. (1) using the

. 1
second-order Taylor expansion of - L C(wl(.t); w®), ylm
around w™® . ii) We compute each s) only when training data for
task ¢ are available and do not update it when new tasks arrive. These
give the following objective function that approximates Eq. (1):

2
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where H®) is the Hessian of the loss function £ evaluated on w® .
To optimize this objective function, consequently to update our
model, we perform three steps: i) we compute the ¢-correlation
coefficient of the concept learned in task ¢ with all the previously
learned concepts; ii) we compute the task-specific weight vector s®
and iii) we update the shared basis L. Below we describe each of
these steps in more details.

To compute s we solve Eq. (2) for s, when the task ¢ arrives
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By expanding the above we arrive to the following problem that can
be solved using quadratic programming:
t'=1
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Similarly, to update L, we solve Eq. (2) for L, which equals to:
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where ¢ v = s® — sign(rut/)s(t,). Then, we null the gradient of
Eq. (5) and solve for L. This gives a column-wise vectorization of
L as A~'b where:
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Algorithm 1 summarizes the steps that ELLA_LC performs for
updating the above parameters and learning consecutive tasks. In
each iteration, ELLA_LC receives training data (Xnew, yT(fe)w) for a
task ¢. If this is the first time that task ¢ appears, then ELLA_LC
computes the model parameters w® and Hessian H® from only
this training data for task ¢ using a base learner (Alg. 1: Step 1).
This step depends on the base learning algorithm; Eaton and Ru-
volo [2] provide details for learning linear and logistic regression
models using ELLA. In the next section we show how the hinge
loss can be used instead. We compute the ¢-correlation coefficient
of the concept learned in task ¢ with all the previously learned con-
cepts. Subsequently, the correlation information and the shared basis
L are used to compute the task-specific weight vector s® (Alg. 1:
Step 2). Finally, ELLA_LC updates the basis L to incorporate new
knowledge via an incremental update that considers Eq. (6) (Alg. 1:
Steps 3-5). If additional training data for a previously learned task
is provided, the algorithm can be extended, similarly to [2], in order
to concatenate the new data with the past data and then update the
vector s(*) and the shared basis L.

Change in XinfAP per task
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Fig. 1. Change in XinfAP for each task between the iteration that the
task was first learned and the last iteration (where all tasks had been
learned), divided by the position of the task in the task sequence.

3.4. L2-loss (squared hinge loss) support vector classification

In this section we will show how to use SVMs as the base learner for
ELLA LC (Algorithm 1: Step 1). In this case, y*) € {£1}™* and
Cx®;w®) = w® £®; £ is the L2-loss (squared hinge loss)
function: max (0,1 — y“)w(t)Tm(t)V. Firstly, we use an algorithm
for L2-loss SVM to compute the task parameter vector w® . Then,
the Hessian H'® of the L2-loss function evaluated on w® is given
as follows:

1 T
HY — e i@ el <1
= ¢
0, otherwise

4. EXPERIMENTS

4.1. Dataset and experimental setup

Our experiments were performed on the TRECVID 2013 SIN
dataset [3], which consists of approximately 800 and 200 hours
of internet archive videos for training and testing, respectively. We
evaluated our system on the test set using the 38 concepts that were
evaluated as part of the TRECVID 2013 SIN task [3]. The video in-
dexing problem was examined; that is, given a concept, we measure
how well the top retrieved video shots for this concept truly relate
to it. We analyse our results in terms of mean extended inferred
average precision (MXinfAP) [19], which is an approximation of
the mean average precision suitable for the partial ground-truth that
accompanies the TRECVID dataset [3]. We used features from
four different DCNNSs that were trained on ImageNet data [20]: i)
The 8-layer CaffeNet [5], ii) the 16-layer deep ConvNet [4], iii) the
22-layer GooglLeNet [21], iv) a DCNN that we trained according to
the 22-layer GoogLeNet architecture on the ImageNet “fall” 2011
dataset for 5055 categories. We will refer to these networks as Caf-
feNet1K, ConvNet1K, GNET1k, GNETS5k, respectively. We applied
each of these networks on the TRECVID keyframes and we used as
a feature the network’s direct output, that corresponds to the final
class label prediction for 1000 ImageNet categories for CaffeNetl1k,
ConvNetlk and GNET1k and 5055 categories for GNETSk. All
the feature vectors were finally reduced to 400 dimensions using
principal components analysis (PCA), as this was shown to improve
the performance for all the methods in our experiments by around
2% (in terms of MXinfAP). To improve the results, we also experi-
mented with fine-tuning (FT) the above methods on various subsets
of the 346 TRECVID SIN concepts according to [22]. This resulted
in 5 FT networks that differ in the number and dimension of the ex-
tension layers and in the number of output categories. Subsequently,
we again applied these FT networks on the TRECVID keyframes.
To train our base classifiers, for each concept, a training set was
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Table 1. MXinfAP for 38 concepts using different features or combinations of them: i) using networks that have been trained on ImageNet
data, ii) using ImageNet networks that have been fine-tuned on the TRECVID SIN 2013 training set. After the “-” symbol we indicate the
number of concepts for which the network has been finetuned. For 4xDCNN and 5xDCNN FT the direct output of the four ImageNet and
five FT networks, respectively, was fused, in terms of arithmetic mean, and served as input to the learning algorithms. The * symbol indicates
that the difference in MXinfAP between the denoted method and the best-performing method in the same row of the table is not statistically

significant.
Single-task learning Joint concept learning Proposed multi-task learning
Direct LP AMTL CMTL ELLA ELLA_QP ELLA_QP ELLA_LC ELLA_LC

R# | Features output | LR LSYM  KSVM | 15 7 [16] 21 LR LSVM LR LSVM

(1) Using the output of ImageNet-based networks as features
I CaffeNetlk - 13.00 14.20 12.81 11.77 12.90 11.56 13.14 13.99 16.27 * 14.28 16.36
2 ConvNetlk - 17.58 19.29 15.62 1608 17.58 16.09 17.88 18.45 21.02 * 18.94 21.10
3 GNETI1k - 16.10  17.73 14.17 15.00 16.34 14.43 15.79 17.07 19.86 * 17.48 19.98
4 GNETSk - 20.89  22.68 20.73 20.54 21.01 19.99 15.65 21.88 24.05 * 22.16 24.14
5 4xDCNN - 21.77  24.29 22.64 19.58 22.96 21.42 21.17 23.66 25.97 * 24.18 26.10

(i) Using the output of networks finetuned on different subsets of the TRECVID SIN 2013 training set as features
6 CaffeNet1k-345 20.29 22.21 24.16 23.00 21.29 2422 24.03 16.63 23.09 2547 * 23.51 25.88
7 GNET1k-60 19.77 24.51 24.30 23.07 25.06 %  22.56 22.25 23.71 24.56 26.05 24.51 25.90 *
8 GNET1k-60 19.90 2471 24718 22.90 2520*  23.87 22.87 24.57 24.69 26.24 24.52 26.24
9 GNETI1k-323 23.97 26.67  28.65 27.79 27.22 28.67 28.09 25.75 27.56 29.86 28.19 30.23
10 GNET5k-323 22.78 27.13  29.32 28.53 28.21 29.47 29.27 27.15 28.61 30.80 * 28.90 31.01
11 5xDCNN FT 25.35 28.56  30.60 29.93 30.27 30.94 30.15 28.19 29.89 31.82* 30.32 32.10

assembled that included all positive annotated training examples for
the given concept, and negatives to a maximum of 15:1 ratio.

We instantiated the proposed ELLA_LC with two base classi-
fiers: LR and Linear SVM (LSVM). We performed comparisons
with the following methods: i) STL using a) LR, b) LSVM and c)
kernel SVM with radial kernel (KSVM). ii) The label powerset (LP)
multi-label learning algorithm, that has been used in [9] to model the
label relations. iii) AMTL [17], and iv) CMTL [16], two batch MTL
methods, v) ELLA [2], an online MTL approach. We selected all the
parameter values for these methods based on the training data alone.
The value of k was set to 38, regularization parameters A\ and p in
Eq. (1) were kept fixed at exp(-10) and exp(-3), respectively, for all
the online MTL methods, in all experiments. These parameters are
expected to depend on the dimensionality of the feature space and
the number of examples, and according to preliminary experiments
seem to work well for the employed features. The parameter value
of 8 for ELLA_LC was selected from the set {exp(-2), exp(-1),1,
exp(1), exp(2)}. The ordering of the tasks was fixed and the same
for all the online MTL algorithms, and each task was presented se-
quentially. AMTL and CMTL learned each new task from a single
batch of data that contained all training instances of that task. For im-
plementing the above techniques, the LibLINEAR library [23] was
used as the source of learning LR and LSVM models. For the LSVM
we used the L2 regularized L2-loss SVC and solved it in the primal
form. The LibSVM [24] and the MULAN [25] libraries were used as
the source for the KSVM and LP algorithms [9], respectively. The
MALSAR library [26] was used for learning the CMTL [16] and
AMTL [17].

4.2. Experimental results

Table 1 presents the results of our experiments in terms of MXinfAP.
ELLA_QP is an intermediate version of the proposed ELLA_LC that
solves the objective function of ELLA [2] with respect to s® us-
ing quadratic programming (QP), instead of solving the Lasso prob-
lem [2], but does not use the label constraint of ELLA_LC. Start-
ing from the upper part of Table 1, which refers to features ex-
tracted from ImageNet DCNN networks, we can see that the pro-
posed ELLA_QP and ELLA _LC perform better than the STL alter-
natives both when LR and when LSVM is used as the base learner.
In addition, solving Eq. (2) with QP (ELLA_QP) outperforms the

original ELLA [2]. Adding also the label constraint (ELLA_LC)
further improves the ELLA_QP method for all of the feature types.
The proposed ELLA_LC with LSVM is the best performing method,
reaching a MXinfAP of 26.10%. Similar conclusions can be reached
if we look in the lower part of Table 1, where features extracted from
the FT networks are used. Furthermore, we observe that fine-tuning
is a procedure that significantly improves the retrieval accuracy of
all the compared methods, with ELLA_LC reaching once again the
highest performance (MXinfAP equal to 32.10%). To investigate the
statistical significance of the difference of each method from the best
performing method we used a paired t-test as suggested by [27]; in
Table 1, the absence of * suggests statistical significance. We found
that differences between the proposed ELLA_LC and all the other
methods are significant (at 5% significance level) except for two runs
based on LP (Table 1: R7-8) and all but one of the ELLA_QP LSVM
runs (Table 1: R9). Where the latter is also proposed in the paper. We
note that although the differences between ELLA_QP and ELLA_LC
are in most cases not significant, ELLA_LC exhibits better results
consistently across the different runs (R1-11, except R7,8).

ELLA _LC updates the value of s® only when it receives new
training data for task ¢. This online characteristic of ELLA makes it
faster than the batch MTL methods. At the same time, the update of
L benefits the previously learned tasks by introducing new knowl-
edge acquired from the last learned task. To assess whether the latter
occurred, in Fig. 1, for each task we computed the change in Xin-
fAP from when the task was first learned and the task’s XinfAP in
the last iteration (where all tasks had been learned). We normalize
this quantity by the task’s position in the task sequence. We can see
that reverse transfer occurred, i.e., a positive change in accuracy for
a task indicates this, mainly for the tasks that were learned early. As
far as the pool of tasks increases early tasks get new knowledge from
many more tasks, which explains why the benefit is bigger for them.

5. CONCLUSIONS

In this work we presented an online MTL method for video concept
detection. Extensive experiments reveal the usefulness of learning
the relations between many task models (one per concept) in com-
bination with the concept correlations that can be captured from the
ground-truth annotation.
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