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On Numerical Integration of Differential Equations. 

By J. I'. Steffensen (Copenhagen). 

The value of numerical methods for dealing with differen
tial equations has always been recognised by astronomers; but 
in recent years these methods have proved ever more useful. 
As examples we need only remind of the lig·ht thrown on the. 
Problem of the three Bodies by the untiring calculations of 
G. H. DARWIN and by the numerical work performed at or 
in touch with the observatory of Copenhagen. In a different 
field of research we may mention STORMER'S explanation of 
the Northern Lights. 

In the present paper we intend to develop a method of 
numerical integration on such lines, that no approximate for
mula is allowed without stating the corresponding 1"emainder
term in a form sufficiently simple for taking it into account 
during the whole of the calculations. The result is a per
fectly safe and simple method where we can always indicate a 
higher limit for the error involved. 

We assume that the system of equations under consideration 
has been reduced to the standard-form 

dXi ) Cit = Ji (Xl' X~, ... :l'k, t (i = 1, 2, ... k), (1) 

and that the functions Ji are analytic except for special values 
of or relations between the Xi and t, so that the existence of 
the integral is, g·enerall y, secured. 
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If the system IS of the first order, there IS only one 
equation, say 

(~;;; = f(x, t); (2) 

we shall, for the moment, confine ourselves to this case, as 
the extension to a greater number of equations presents no 
difficulty, as we shall see later on. 

Introducing the initial conditions, let it be required that 
t = to corresonds to :r: = ;X'o; in that case we obtain from (2) 

t 

.r = ;1'0 + If(:1;, t) elt. (3) 

t" 

N ow let the interval from to to t > to be divided into n 
equal parts h, so that t = to + n h, and let us assume, that 
the value of :1.: has already been calculated for the following 
values of t 

to, to + h, to + 2h, ... to + (n-1)h. (4) 

Then the problem is to calculate the integral from to to 
to + nh of a function whose values are known for the values 
(4) of the argument, and to state the remainder-term in a 
simple form. 

Or, as we may always, by a linear transformation, intro
duce the limits 0 and 1 in a given integral: 

1 

1'0 calculate the 'inte,l]ml I f(x) cl:J; and -indicate the 're

o 
maimler, the value of f(x) beiny known fo}' 

1 2 
:); = 0, -, 

n 
11-1 -, ... --. 

n 'It 

This is very nearly the same problem which I have dealt 
with in my paper » On the Remainder Form of certain formulas 
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of JYlechanical Quadmt'ul'e» \ only it was assumed there, that 
the value of f(x) was also known for x = 1. But, this being 
precisely the missing value on the present occasion, we must 
retrace part of the analysis on the new assumption, I shall, 
for brevity, refer to the earlier paper as »1» or »first paper». 

We prefer to leave out the value f(O) as well as 1(1). 

Putting, then, in 1(1): 12 = 7' - 2, a." = 11 + 1, we have 
I" 

P(;x;)= x-- ;):-= ... :l'-~-( 1) ( 9) ( 7" - 1) 
r r l' 

and, by I (2), 

PC1:) 
P" (;r:) = ._-'--'--

l' + 1 
:1.;---

T 

(5) 

(6) 

Reserving the notation U" for the coefficients in the first 
paper, and writing V" for the new coefficients, we obtain 
by 1(8) 

1 

T~ j' p~ (:7;) l 
,1",= (1/ + 1) £i ;):. 

O p" 
7' 

(7) 

It is easy to prove, that V"-,'-2 = V,,; for, putting in (5) 
and (6) 1 -:1: for x, we have 

whence, by (7), 

P(l-:7:)= (_l)r-lp(x) 1 
P,,(1-;x;) = (- l)r P,,-,'-2 (x)) 

1 1 

TT - J Pr -,'-2 (:1:) d' . - J P" (1 - .x) l 
",'-,,-2 - ( 1) ;x; - ( 1) £i X 

o P"-','-2 1 - 11 ~-:- 0 p" 11~ 

1 Skandimwisk Aktnariet.idskrift., 1921, p. 201. 

(8) 
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or, if x is replaced by 1 - x in the last integral, 

V,.-,'-2 = V". (9) 

We now have, by I (10) and I (9), 

1 1'--1) I fix) el:x; = ~>~I,jt ~ 1) + R, (10) 

1 

R = f P(.7:)f(.7:, t, ~, ... 1· 1" 1) dx. (11) 

In analogy with the notation in the first paper we put 

x 

VJ (x) = f (t-1) (t- 2) ... (t-1· + 1) dt, (12) 

:,' 

Q(.1.:) = J Pit) elt = VJ(1:X), (13) 
1.7 

o 

,+1 

I" ~ f (t-l) (t- 2) ... (t -1" + 1) dt. (14) 

If in (14) we put t = r - 'r, we find 

I" = (- 1)'"+1 I,.-,'-l. (15) 

Assuming now, that 1" is even, or 1· = 2 'In, it follows from 
(15), that VJ (2 m) = 0, consequently (J (1) = 0. It may further, 
following exactly the same line of reasoning as in the first 
paper, be concluded, for 1· = 2 'In, that if VJ (x) keeps the same 
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sign for 0 < ;); < 'In, then this function keeps its sig'n in the 
whole interval 0 < ,x < 2 m. But 

" 
Il'-l= I(t-l)(t-2)." (t-r + 1)dt 

'I'-} 

,'+1 

= J (t- 2) (t- 3) , . , (t--1') elt 

I' 

"+1 

j"1'-t 
=- t. 1 ,(t-l)(t-2)", (t-T + l)dt; 

" 
and 

l' - t l' + 1 -- > 1 for t < --- , 
t--1 :2 

so that 

I' + 1 
II~-d > II"I for 'j) + 1 < '2" 

It follows, as in the first paper, that Q (x) keeps the same 
sign for 0 < x < 1, if 1" is even, 

We now obtain from (11), for T = 2 lll, 

1 

R = - f x, x, - , -. , , , ,-- Q (:1:) d,x j" ( 1 2 l' -1) 
7' 'j' l' 

o 

1 

f(/,) (;-) J 
=-'-- Q(x)dx 

7' ! 
o 

1 

f (/') (!:) J ='7 xP(x) dx, 

o 
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But 

J~ jl ( 1) ( /. - 1) xP(x)dx= x x-.~ ... x--~r- dx 

o u 

r 

= ···~+-·1- j t(t-1) . .. (t - r + 1) elt 
r' 

u 

whence, for r = ~ m, t =rn + -r, 

1 111 

(2m)2111+1jXP(X)Cl:J; = I (m + -r) (m + -r- 1) ... (- In + -r+ 1) d-r 

o -1/1, 

'" 
= J (n~+ -r)-r(-r2-1)(-r2-4) ... [-r2-(m-1)2] d-r 

-In 

'In 

= J -r2 (-r2 - 1) ... [-r2 - (m - 1)2] d-r 

-m, 

'" 
= 2 I -r2 (-r2 -1) ... [-r2 - (m - 1)2] d-r, 

o 

so that finally 

As regards the coefficients V,. we first note that, by (0) 
and (6) 

Further, we find, by (6) 
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J: Jl ( 1) ( V) ( v+2) ( 1'-1) P,.(x) da.: = :.c- ~ ... :l;-~ . . ;x;- -1'- '" ;;t- '-1-' - d:1J 

o 0 

.,. 

= ~1 J (t-1)", (t-ll) , (t-v- 2) ,., (t-1' + l)dt 1'r 
u 

or, for l' = 2m, t = m + 7:, 

1 '" 

(2 m)2 "'-1 J P,.(:J.:) dx = J (7: + m - 1) , , , (7: + 171. - v) , 

U -'Ill 

,(7: + 111.-v-2)." (7:-m + 1) d'£ 

'In 

= J 7: (7:-m + v + 1), (7:2-1)", [7:2-(m-ll )2], 

-m 

'" 
= 2 J 7:2 (7:2 

- 1) , , , [7:2 
- (m - V)2] , 

o 

We therefore get, by (7), 

'" 
JT - (- 1)" J 2 ( 2 - 1) [2 - ( - )2] ,.- m,v! (2m-v-2)! 7: 7: ",7: 171. V , 

U (18) 

The appended table which has been arranged on similar 
lines as the corresponding table in the first paper shows the 
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coefficients and remainder-terms as calculated by (18) and (16). 
The three-terms formula, or 

1 ff(. ) d·' = 2 [f(t) + f(~)l- fm + 7f'41 (~) 
.x: ./, 3 23040 

u 

(19) 

IS slightly preferable to SIMPSON'S formula where also three 
terms are used. The five-terms formula may be written 

1 r f(2:) dx = H [f(~) + f(~)l + 
o 

1'1 {(51 (t') 
+ 1.8f(t) - 0'7 [fm + f(i)l + lo~ 

(20) 

where the remainder-term is approximate. This formula is 
particularly useful on account of the simple coefficients and 
its great accuracy. 

The application to differential equations is best illustrated 
by means of a numerical example. It would serve no pur
pose to choose a complicated one, so we prefer a very simple 
system of two equations which can also be treated by other 
methods and where the reader can easily check the calculations 
for himself. The extension to any number of equations is 
obvious. 

Let the equations be 

x' = x - y + 2 t - 11 
y' = 2x-y + 3t+ lJ (21) 

and let it be proposed to calculate the integral for which 
t = 0 g'ives x = 1, y = U; that is, x and y must be calculated 
by the equations 
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f 

:1' = 1 + j':r' d t 

(22) 
o 

JI= f Y' <It. J 

We assume that the first few values of ;/; and y have 
already been calculated by any other method; the most g-elle
rally adopted one is to start the calculation at a point where 
x and y can be developed in powers of t, this quantity being 
sufficiently small, In the appended table the values of:J; and 
y thus given are the framed ones, corresponding- to t=O,O'l, 
0-" -, 0-" 'J, 0'4, 0'" D, 

, 
:.(6; y y 

, 
y(6) 

I 
'I' :1' 

I 

0'0 1'000000 0"000000 -1'00 0"000000 8"000000 0"00 ; 

0"1 0'094837 -0"104830 -1'09 , 0"299667 2"990007 -O"~O 

0"2 0"978736 -0"218603 -1'18 0"597339 2'96013~ -0"40 

0'3 0"950856 -0"340184 ! -1'23 0'891040 2"910072 -0"59 

0"4 0"910479 -0"468358 -1"31 ! 1'178837 2"842121 -0"78 

0'5 0"857007 --0"601844 -1"36 1"458851 2"755163 --0"96 

0"6 0"789978 -0"739306 -1"39 1"729284 2"650672 -1"13 
, 

0"7 0"709060 -0'879376 !- -1"41 1"988436 2"529684 -1"29 

0"8 0"614062 -1"020649 
I 
; -1'41 2'234711 2"398413 -1"48 

O"g 0"504937 -1"161718 

I 
-1.40 2"466655 2"243219 -1"57 

1"0 0"381772 -l.38 2"682941 -1"68 

We first calculate, by (21), the values of ,1:.:' and y' corre
sponding to these arguments and insert them in their places" 

The next question to consider is the choice of quadrature 
formula, For this purpose we want an estimate of the first 
few differential coefficients of :c and y" These call always be 
obtained by successive differentiation of a system like (1), inser-
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ting after each differentiation the given values of the ;l;'j in the 
right-hand side of the new equation. In the present simple 
special case we find 

:;1;(6) = - (:1; + t) 1 
.11(6) = -(y-t) 

(23) 

from which may be concluded, that the five-terms formula is 
amply aceurate enough for our purpose. The interval chosen 
for t being 0'1, the range of integration for the five-terms 
formula will be 0'6. Putting, for abbreviation, 

( 

·/1 ) 
j.·=f t+ 10 ' 

this formula may for our purpose be written 

or, with approximate remainder-term, 

t+O"G J f(t) dt=0'33 (fl +,r,) + O'78j~-0'42 (f2 + fJ) + 3f~~ig) (24) 

t 

from which appears that as long as X(6) and y(6) do not exceed 
16 the enol' caused by the quadrature formula cannot exceed 

~ unit of the sixth place of decimals. An examination of the 

three-terms formula shows, on the other hand, that this would 
not secure accuracy in the sixth place. 

The columns headed X(6) and y(6) have been added in 
order to follow the variations in the remainder-term during 
the process of integration. These columns have only been 
taken to two places of decimals, as all we want is a rough 
estimate of the remainder. 
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The only element of uncertainty still left is, that the 
remainder-term depends on a quantity; which may be any 
value between the limits of integration, and is not confined 
to the values of t for which X(6) and y(6) are Imown. But as 
these values of t have not been chosen with a view to obtai
ning' particularly small values of the corresponding X(6) and 
//(6), we may consider the colulllDs .7.:(6) and y(6) as containing 
fair trial samples of the sixth differential coefficient. 

It is, however, easy to render the process perfectly ng'o
rous. Let us consider a system of two equations 

d:l;.( ) I ~fi =.t x, y, t 

dy J d t =cp (x, y, t). 

(25) 

The nature of the functions f and cp, if for a moment 
we consider them as functions of three independent variables 
:1;, y, t, will generally be such, that if these variables assume 
arbitrary values within a not too large region I x - :7;0 I ~ le, 
I y - Yo I ~ k, It - to I ~ h, is constantly If I ~ 111[ and I cp 12.111 
where ]JI[ denotes a constant depending' on the constants 
:To, Yo, to, k and h. 

If now we examine the solution of (25) that, for t = to, 
reduces to x = :7;0, y = Yo, this solution is evidently defined by 

f. 

:);-Xo = f f(:;:, y, t) dt 

to 

t 
(26) 

y-Yo= fcp(x,y,t)dt. 

to 

It is clear that by choosing I t -- to I sufficiently small we can 
always obtain that I x -- Xo 12. k, I y - Yo I ~ k; if further 
I t- to 12. h, we have If I 2. 111[, I cp 12. lJII, so that according' 
to (26) 
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I :J: - Xo I.~ I t -- to Ill! 1 
I y - Yo I~_I t - to Ill£. J 

(27) 

These inequalities have, therefore, been established on the 
sole assumption, that I t - to I is sufficiently small and at any 
rate -===- h. If now we allow I t -- to I gradually to increase. yet 
without exceeding h, it is clear from (27), that as long as 

k I t - to I "'5. 1I~ we have still 1;1; - ;7:0 I-===- k, I Y - Jlu I-===- k as at 

the outset. 
We have therefore proved, that ~:r the variation of t does 

not exceed the smalle1' of the two quantities hand :£' the 'Ca1'£a

tion of ;r; and V cannot e:xceed k. 
This theorem which is easily extended to any number of 

equations, is usually proved in connection with the existellce
theorem for differential equations. 

In the numerical example under consideration we have 

f = ;x; - y + 2 t - 1 = (;x; + t) - (V - t) - 1 1 
cp = 2 x - y + 3 t + "I = 2 (:x: + t) - (y - t) + 1. J 

If we give ;):", V and t the increments d:x.:, dy and dt, the 
increments of f and cp will be respectively d:r-dy + 2.d t 
and 2d:r-dy + 3dt, so that 

Ifl::: l;;c + t I + I y -- t I + 1 + I d J:' I + I d Y I + 21 d til 
Icpl.~2lx + tl + Iy-tl + 1 + 2Id:l;1 + Idyl + 31dtl.l 

If Id x: I-===- k, I d JlI-===- k, I d t I-===- h, we may therefore evidently 
take 

11£ = 21 :"0 + to I + I Yo - tul + 1 + 3 Ii; + 3 h (28) 

as a common limit for f and cp, if the point of departm'e is 
denoted by X'D' Yo, tu· 
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As regards the above table, the interval for t is 0'1, and 
we therefore put h = 0'1. If we take k = 1, we shall have 

and it is easily verified step by step, inserting in (29) for 
1 

to, X o, Yo the successive tabular values, that 0'1 < JYI' that is 

k 
h < M' so that x and y cannot vary with more than 1 when 

t does not vary with more than 0'1. Consequently, X(6) and 
y(6) cannot, owing to (23), vary with more than 1'1 when t 
does not vary with more than 0'1. It follows, that the re
mainder-term in (24) can safely be neglected, as regards the 
part of the table shown above. 

The details of the process of integration are, for the rest, 
as follows. The values of x' and y' having' been calculated 
as far as t = 0'6, we calculate by (24) 

0'0 I ?I'dt 

o 

and thereafter x' (0'6) and y' (0'6) by (21). 
N ext, we calculate in the ~ame way 

X{O"7)-X{O"j)+ lx' dt 1 

dt I 
J 

0'7 

Y (0'7) = Y (0'1) + f y' 

and then x' (O'i) and y' (0'7) by (21). 
3 - 225. Skandinavisk Akt"a'·ictidskrijt. 1922. 
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Generally, we calculate by (24) 

1+0·0 1 
;); (t + 0·0) = ;J; (t) + I ;)/ elt 

t 

y It + 0"6) cO y It) + /:' dt I (30) 

and thereafter x' (t + 0·0) and y' (t + 0·6) by (21). It is re-
commended to the rea.der to calculate the values of :;r; and y 
from t= 0·6 to t= 1·0 after which he will be perfectly fami
liar with the method . 

.A. check on the successive values of x and y may be 
obtained by applying, at suitable periods, the five-terms for
mula I (24) which may, for our purpose, be written 

1+0·. 

j"f(t)dt= 14(.1;) +l.~) + G~(fl -!".t~) -I- 24f~_f'6)(~) (31) 
4bU 109 

1 

where the remainder-term is approximate. 
In the simple special case we are considering the com

plete integration of the differential system is easy. It will be 
found, that the particular integral-curve we have been tra
cing is 

~/; = cos t -I- sin t - t 1 
!I = 2 sin t + t. J (32) 

It is found by (32) that x and y do not differ more than 
a lmit in the last place of decimals from the values found by 
the numerical integration, as might be expected. 

The most important field of applications of numerical 
integration is, of course, the cases where the eqnations (1) 
cannot be integrated by other methods. But no matter how 
complicated the given functions ji on the right hand side of 
(1) are, the method of numerical integration remains, in prin-
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ciple, the same. Only the choice of interval and the way of 
obtaining the first few initial values of x and y must be con
sidered specially in each particular case. Also it ·often occurs, 
that an interval which was suitable at the beginning of the 
calculation proves too large at a later stage. In that casE' 
we must either resort to one of the quadrature-formulas of 
higher order or - which is the usual remedy -- diminish 
the interval. In the latter case the required number of initial 
values of the X:i are found by interpolation in the table al
ready at hand, of course using an interpolation-formula with 
remainder-term. 

Generally speaking·, the heaviest part of the work is the 
calculation of the flIDctions ji from given values of the Xj 

and t, and no method of numerical integration can ever be 
invented by which this trouble is avoided. But facilities may 
sometimes be introduced in dealing with the remainder-term, 
as all we want is a suitable highel· limit for the numerical 
value of jl2m) (~). What is obtainable in this respect depends, 
however, on the nature of the functions Ii in each parti
cular case. 

In order to make the principle of the method as clear 
as possible, we have confined ourselves to the broad outlines 
without going· too much into such details that claim atten
tion when we have to do with more complicated differential 
equations.. One point, however, may still be mentioned. In 
the course of a long calculation it is unavoidable, that the 
small errors arising from working with only a certain num
ber of decimals accumulate slowly, and having started, for 
instance, with six decimals, we may, perhaps, at the end of 
the work only be able to rely on four, although we still 
possess a limit for the error involved. The natural remedy 
is to start with a couple of decimals more than are required 
in the end. But this may sometimes be found inconvenient, 
especially when auxiliary tables are not available to a suffi
cient number of decimals. In such cases, where strict eco
nomy is necessary, we may use the controlling formula (31) 
step by step, adopting as final values for x and y the values 
furnished by this formula, these values being generally more 
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accurate than the values first obtained by (24). Supposing, to 
take an extreme case, that 10' 11> 12 and 13 are con-ect to G 
places but 1-1. only to 5, then the error in x and y, caused 
by, the erroneous value of 1-1., is less than 

0·5 14 1·56 
105 . 4bO < 107 ' 

so that we obtain con-ect values for x and y by which I! may 
be adjusted. 

Recalculation is, however, not a necessary feature of the 
method, but only a matter of convenience under certain cir
cumstances. 
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