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Reproducibility requires continuous FAIRness

Make all data findable, accessible, interoperable, reusable at every
stage, via pervasive use of simple identifier and exchange format
conventions

Build on proven security, data, identifier, and computation building
blocks that have large user communities inside and outside
biomedicine

Leverage industry best practices to meet scalability,
interoperability, sustainability, and reliability needs



Interoperability: naming and exchange
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Generation of TFBS Atlas

e Uniform processing of next generation
sequencing data
e Align to reference genome
* |dentify DNase hypersensitve
regions
* Apply multiple footprinting
algorithms to locate putative
transcription factor binding sites
(TFBSs)
* Evaluate confidence in putative TFBSs
e Use TFBSs as features for machine
learning approaches applied to
Vernot et al. doi: 10.1101/gr.134890.111 disease-specific research

Cut Counts




Extract

(encode2bag) . (SNAP-aligner)
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2,555 BAM files 5.3TB
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é Find footprints : 54 BDBags
] Identify open (Wellington) 108 files
[ chromatin I
l Find footprints
|
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ark:/57799b9v398

1 text file 1 database dump o >4 BDBags: 1 per
1MB 32 GB { TFBS inference (R) tissue/seed
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|
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Footprints Master Workflow

# Get BDBag from MINID X

outputl (txt) [ BATCH_FILE

output

#~ Create batch for patient SNAP b4

. {
alignment workflow

Bag location metadata

output (txt)

#~ SNAP Workflow Batch %
Submit

Table file with parameters

log (txt)

prints

#~ Generate SNAP BAG X

Monitor file

summary (html)

/~ Create batch for patient p 4
footprints workflow

x

# Workflow batch submit for %
patient replicates

Batch object

log (txt)
#© Generate Replicate %
SNAP BAG
Monitor file
summary (html)
#~ SAMtools Merge x

replicates

Input directory of BAM
samples

output (bam)

B Sub-Workflow for sequence alignment and BAM merge

C Sub-Workflow for replicate alignment
#~ SNAP Sequence Aligner with x
[ BAG x BDBag
output { ' ENCODE BDBag
output (bam) i

#° Sort BAM

input a BAM File to
sort

output (bam)

—J

Sub-Workflow for generating DNase footprints

#~ Convert from BAM to BED % £ Fseq

Input directory object of

samples input

BAM Data Object [ sortedBam

output

x

output (txt)

#° Footprints Workflow %
Batch Submit

Table file with parameters

log (txt)

#~ Generate Footprints X
BAG

Monitor file

summary (html)

bed format inputs 1 >

output (bed)

output (bed,wig)

Fi

4 Cut ®

From

From

out_filel (tabular)

# Filter x

F Wellington Footprints *
out_filel (tabular) 2 A
Input directory object of
samples # Sort x
#© Compute x
Input BED Sort Dataset
as a new column to
output (bed) out_filel
out_filel
#~ HINT Footprints x
# Filter x
Input directory object of s
i ort X
out_filel Input BED Sor Daaset
t_filel &
output (bed) out_te
4~ Cut x



Reproducibility

1) Datasets

Name

Identifier

Role

Description

Size

DNase-seq

minid:b9dt2t

In

BDBag of 27 BDBags extracted from ENCODE by
@), one per tissue: 1,591 FASTQ files in all.

240 TB

Alignment

minid:b9v=04

Out

BDBag of 54 BDBags produced by @, 1 per {tissue,
seed}: 386 BAM files in all.

530 TB

D3

Footprints

minid:b9496p

Out

BDEag of 54 BDBags containing footprints com-
puted by €), one per {tissue, seed}. Each BDBag
contains two BED files per biosample, one per foot-
printing method.

0.04 TB

D4

Motifs

minid:b97957

In

Database dump file containing the non-redundant
motifs provided by Funk et al. m]

315 GB

Hits

minid:b8p0Sp

Ot

Database dump file containing the hits produced by

0.

0.04 TB

D6

TFBSs

minid:b9w308

Ot

BDBag of 54 BDBags containing candidate TF-
BSs produced by €, one per {tissue, seed}. Each
BDBag contains two database dump files, one per
footprinting method.

0.35 TB

1) Tools

Name

Identifiers for software

#
0 Extract

DNase-Seq

encode2bag service: https://github. com/ini-bdds/encode2bag-service
encode2bag client: https://github. com/ini-bdds/encodeZbag

Alignment,
0.6 Footprints

Hits

Galaxy pipeline: minid:b93mdq
Dockerfile: minid:b9jd6f
Docker image: minid:b97x0]

R script: minid:b9zh5t

TFESs

o

R scripts: minid:b9fxis




summary

* Complexity and level of effort increases with size of the data,
computation, analysis team
* TFBS example: big data (~10 TB), parallel computing (70K core hours),
distributed data and processing, handful of researchers ...
e Continuous FAIRness requires various tools & services

* |dentifiers, BDBags, ROs, Containers,
* Globus, Globus Genomics, GitHub

e User Study

* 10/11 students and researchers were able to reproduce this study without
assistance



