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SUMMARY 
ICS-D is the distributed component of ICS.  ICS-D characteristics are documented in the metadata 
catalog and ICS-C utilises the user request and the catalog to generate a workflow to be deployed 
and executed across ICS-D using computing resources in the TCS environment and the e-I (e-
Infrastructure) environment external to EPOS.  ICS-D may be a distributed computing or sensor 
platform (whether in the field or in a laboratory) and also may be specialised software services 
integrated with a distributed computing platform e.g. for analytics, simulation or visualisation. 
 
We specify the updated elements of the characteristic description of ICS-Ds to be included in the 
catalog and the plan for the integration. 
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1. Introduction  
The purpose of this deliverable is to document the definition of requirements for ICS-D (Distributed ICS: 
Integrated Core Services) being integrated within the ICS-C (Central ICS) within the EPOS-IP architecture 
(D7.2). 

2. ICS-D 

Introduction  
The ICS-C of EPOS is the entrypoint and as such consists of a metadata catalog describing EPOS 
assets (software services, datasets, workflows, facilities, equipment) to interact with the user 
(through the GUI: graphical user interface) and programmatic access (APIs) together with 
components to construct workflows from the user request and manage access to the TCSs – all 
connected by a bus architecture with messaging. Some workflows require more computing resource 
than that available within the facilities of the relevant TCSs.  In this case additional resource is 
required from the e-Is (e- Infrastructures).  To preserve a homogeneous interface shielding the ICS-
C portal and its users from the heterogeneity of the e-Is, the concept of ICS-D (Integrated Core 
Services – Distributed) was created.  During the period M18-M36 the concept was extended to 
include specialised software services distributed over distributed computing resources.  Such 
services may include analytics, simulation, visualisation. 

Concept  
The ICS-D concept is to extend the ICS-C in a virtualised way with additional computing facilities 
to support the deployed workflows when their resource requirements exceed those of the relevant 
TCSs.  Additionally, if assets from several TCSs are to be used together it may be convenient to 
transport them all (after suitable selection and projection of data and selection of software 
components) to one or more e-Is in order to relieve resource loading on the TCSs and to minimise 
data transport and latency.  This should all be managed by the workflow management component of 
ICS-C.  However, non-functional requirements – restrictions concerning privacy, security, 
performance, cost, rights etc. – have to be taken into account in the deployment and may preclude 
the use of ICS-D linked to e-Is for some deployments. 
 
The linkage between ICS-C on the one hand and the e-Is and TCS local computing resources and 
assets on the other (ICS-D) is the deployment phase.  The workflow for the deployment is generated 
within the ICS-C by interaction with the user.  The workflow is checked by the end-user before 
deployment.  However, the detailed content/capability of the assets is not known e.g. the dataset 
may not contain the relevant information despite its metadata description or the software may not 
execute as the user expects despite the metadata description.  The execution of the deployment is 
monitored and execution information is returned to the end-user.  The workflow may be deployed in 
one of two ways: (a) directly with no user interaction during execution of the deployment; (b) step-
by-step with user interaction (so-called computational steering) between each step.  Deployments of 
type (a) will have better optimisation (for performance) and security but could possibly execute a 
workflow the components of which do not behave as the user expects.  Deployments of type (b) 
lack optimisation but allow the user to stop the workflow deployment at any step, examine the 
results and – if not as expected – reorganise the workflow (by changing components) to meet more 
closely the requirement. 
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The more recently defined type of ICS-D, namely a specialised software service, is defined in the 
metadata catalogue of ICS-C like any other software service although the coupling with offered 
distributed computing resources (or sensors or equipment) is recorded to ensure availability for 
deployment. 

3. Requirements of ICS-D to Enable Integration 
Introduction  
In order to integrate ICS-Ds with the ICS-C it is necessary to have sufficient information in the 
catalog – and appropriate software in the ICS-C – to compose the access to the ICS-D into a 
workflow deployment.  Current joint projects between EPOS and various e-Is (such as EGI, 
PRACE, EUDAT) continue to refine the interface parameters required and documenting them for 
the design of ICS-D within EPOS. 
 

Requirements  
This deliverable concentrates on ICS-D requirements.  However, for EPOS to offer an integrated 
homogenizing environment to the end-user, CES (Computational Earth Science) and VRE (Virtual 
Research Environment) also have to be considered with the requirements. 

ICS-D 
The requirements for an ICS-D to be included within the EPOS ICS-C catalog and thus made 
available include one or more of the following (depending on the type of ICS-D): 

• Provide one or more API-type interfaces to be used by ICS-C in constructing deployments; 
• Allow HPC (High Performance Computing) /HTC (High Throughput Computing) access; 
• Allow run-time access to external data providers; 
• Provide storage for data in run-time; 
• Provide storage for data and results; 
• Provide portability (choices by user to external or internal hardware resources); 
• Provide analysis tools (for composition into a workflow or as a service); 
• Provide visualization tools (for composition into a workflow or as a service); 
• Provide simulation tools (for composition into a workflow or as a service); 
• Provide user accounting, authentication and authorization tools linked to those of ICS-C; 
• Provide space for multiple users using a single VRE but multiple deployments (at least one 

per user); 
• Provide API for connecting to RI-e-infrastructures at run-time; 
• Provide procurement policies (including licencing, access rules, price lists for services) as a 

local catalog to be harvested by ICS-C; 
 

CES 
The requirements from the EPOS CES community need to be covered by ICS-D since CES is a 
specialisation of ICS-D for a particular community using particular computing (or sensor or 
laboratory) resources and particular software.   
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The descriptions provided by the EPOS CES imply a user interaction step-by-step in the process of 
satisfying the user request – including accesses to RIs and e-Is as well as the ICS-C catalog.  An 
alternative solution is for the user to interact with the ICS-C catalog to generate interactively a 
complete specification for a workflow which is then assembled (may be implemented manually to 
start with but later increasingly implemented automatically) and deployed across multiple RIs and 
e-Is (i.e. facilities of the TCSs and ICS-D). The latter is the preferred solution for the ICS-C and 
ICS-D interactions. 
 

VRE 
Requirements for a VRE focus on a user interface which accesses RIs (which in turn access e-Is), 
provides researcher communication, administrative and management support plus access to all the 
assets of the RIs and resource capabilities of the e-Is.  The assets of RIs and capabilities of e-RIs are 
provided by the catalog metadata entries. 
 

Governance 
Currently developing a plan for integration of selected ICS-D with the ICS-C is difficult to handle 
due to the constantly changing landscape of large cloud initiatives in Europe.  The EPOS WP7 team 
is working closely with EOSC (European Open Science Cloud) through the EOSC Pilot and EOSC 
hub projects and proposals for future projects, including the recently approved ENVRI-FAIR 
(INFRAEOSC-04).  However, the team is also gaining experience of working with PRACE (for 
supercomputing) and commercial cloud suppliers. 
 
EPOS needs to develop:  

(a) a strategy for preferred suppliers of computing (also sensor, laboratory) resources as ICS-
Ds; 

(b) a strategy for preferred suppliers of specialised software services as ICS-Ds; 
(c) clear procurement policies to provide an open and transparent tender process for suppliers to 

apply as ICS-D.  

4. The Integration Plan  
The first step is for an ICS-D provider to apply to become an EPOS ICS-D.  This process includes a 
validation to ensure the metadata is appropriate and that the provider has appropriate governance in 
place including availability and sustainability of the offering. 
 
The second step is for metadata describing/characterizing each ICS-D to be loaded (by harvesting or 
uploading) into the test system ICS-C metadata catalog, ready for discovery, contextualization and 
action (such as composing into a workflow or executing) by the end-user performing the validation 
tests or software assisting the end-user. 
 
The third step is for metadata describing/characterizing each ICS-D to be loaded (by harvesting or 
uploading) into the production system ICS-C metadata catalog, ready for discovery, 
contextualization and action (such as composing into a workflow or executing) by the end-user or 
software assisting the end-user. 
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For this integration to perform adequately, the ICS-C software must be ready to manage the 
metadata appropriately and assist the user in executing a service or composing a workflow from 
various assets and services as required. 
 
Access to ICS-D assets and services is best viewed through the GUI 
 

 
Figure 1 Landing Page 
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Figure 2 Faceted Search 
 
 
In general ICS-D will be encapsulated within services offered by the TCSs and recorded as 
metadata in the ICS-c catalog.  However, it is possible to envisage that at some time an end-user 
may wish to construct a workflow using various services selected from the catalog and a particular 
ICS-D (e.g. a particular supercomputer facility).  This is analogous to use of facility/equipment and 
we shall find a solution that is congruent across both these aspects as the development of ideas 
(particularly on governance, legal and financial aspects) on TNA (trans-national access) develop. 
 
Having discovered ICS-D services via the user interface, the ICS needs to provide additional 
software components that help the user utilise such facilities. To do this the ICS user interface has 
the concept of workspaces where users compile (almost like a shopping cart) a record of resources 
they have discovered using the ICS. An example is given below. 
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Figure 3 Workspace Contents 
 
 



 

 

10 

 
Figure 4 Mappable Workspace Content 
 
 
Having compiled a list of resources, the ICS then offers a range of actions that are appropriate to the 
resources gathered together in the workspace. For example, if the workspace consists of a series of 
mapping data services, then the user is provided with an option to interact with a spatial 
visualisation of those datasets.  
 
The ICS has the concept of enabling users to build up a processing model utilising the resources 
they have discovered and captured in their workspace. Such resources might include datasets, 
computational models, computing resources on which to run the models (as might be provided by 
an ICS_D node) and data centres which would storage and manage the model outputs. Such a 
process has been conceptualised in the ICS user interface as shown below. 
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Figure 5 Workspace Processing Environment 
 
This design and initial development needs to be realised within the ICS during the pre-production 
phase (M36-M48). To do this the following stages are required: 
 

1. ICS-D facilities need to be identified; 
2. They need to be appropriately described by CERIF compliant metadata and loaded in to the ICS metadata 

catalogue; 
3. The ICS user search interface needs to be extended to enable the discovery of such facilities. 
4. The ICS workflow functionality needs to be provided by the development of software that enables users 

to combine discovered data and computational processes with ICS-D facilities such as HPC, arrange and 
schedule usage of the facility and be able to access the results on completion. 

This is a key activity for the ICS development team over the next 6 months. Building on the solid 
foundations already established, the team are excellently position to realise this goal. 
 
 

5. CONCLUSION  
The required metadata elements for ICS-D description have been defined (ANNEX) and are being 
validated within the ICT team.  The ICS-C portal user interface is being further developed for 
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requirements including ICS-D.  Once this connection is tested, the parameters required for the 
workflow manager will be defined and included in the catalogue by collection from the ICS-Ds. 
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ANNEX 1 Metadata Description of ICS-D 
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