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Abstract 

Mode shift from car to public transport (PT) can be obtained by imposing restrictive policies on car use, or by 
improving PT. However, the state of knowledge of modal substitution is weak. This paper documents a preference 
survey of Norwegian urban dwellers who were asked to consider their mode choice for a reference trip in 
hypothetical scenarios where their current mode becomes less attractive or unavailable, or substitute modes 
improve. This allows for analysis of aspects that have rarely been studied before, like directional asymmetry, 
different mode choice impacts of different attributes (travel time, price etc), and the impacts of magnitude (or 
intensity) of the attribute change. The analysis focuses on diversion factors (δ), i.e. the proportion of the change in 
demand for one mode which diverts to another mode. We present empirical evidence of δ and show how it differs 
with different attributes, with size/intensity of attribute change, and, importantly, how it depends on whether the 
attribute change accrues to their current transport mode (stick) or to an alternative mode (carrot). 
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1. Introduction 

Shift towards more sustainable modal split is at the core of European transport policy (European Commission, 
2011). In Norway, for instance, politicians have formulated several goals for future mode split that require 
substantial behavioural changes in Norwegian citizens’ daily mode choice. The overarching goal, formulated on a 
national level for urban areas, is that all future passenger transport growth is to be taken by public transport (PT), 
cycling or walking (Norwegian Government, 2017) implying, due to urban growth and mobility growth, that many 
car users must adjust their travel mode choice. Besides, many Norwegian cities have formulated additional goals. 
E.g., the city of Oslo has launched ambitious plans to increase the bicycle’s mode split to 25% (from currently 4-
7%) by year 2025 (Oslo municipality and NPRA, 2016). Achieving such goals requires heavy policy involvement 
and the ability to implement efficient and effective policy measures for modal shift. 
 
There exists no rule of thumb regarding modal substitution, mainly because results are strongly context dependent 
(Fearnley et al., 2017a; 2017b; Wallis, 2004). In this paper, we take a closer look at modal shift in urban transport 
in the context of Norwegian cities. This includes the larger cities of Oslo, Trondheim and Bergen with populations 
of between 180,000 and 650,000, and a number of smaller sized cities (<70 000 inhabitants) with a decent public 
transport coverage but – despite this – typically high market shares for car, due mainly to high general car 
ownership levels and a good degree of urban sprawl. These characteristics are rather typical for European smaller 
sized cities and we therefore believe that our analysis is of relevance also outside of Norway. 
 
Conceptionally, the degree of modal substitution can be measured by cross-elasticities of demand or by cross-
modal diversion factors (Wallis, 2004; Dunkerley et al., 2017). While the cross-elasticity measures the relative 
size of an effect as result of a relative change in an attribute (e.g. relative effect of a 1% increase in road tolls on 
the demand for public transport, cycle or walk), cross-modal diversion factors measure the proportion of a changed 
demand that diverts between alternative travel modes (e.g. the share of persons giving up driving car after a road 
toll increase that shifts to public transport, cycle or walk). The focus in this paper is on this latter concept of 
diversion factors, which Wallis (2004) found to be more stable and transferable than cross elasticities. Our paper 
aims to shed new light on how diversion factors vary in different markets and by different policy instruments. 
Additionally, we consider the likelihood of mode shift in the first place, e.g. the proportion of travellers who would 
in fact change travel mode as a result of different policy measures of both carrot and stick types. Given the strong 
policy goal of clean and efficient transport, our main emphasis is on diversion away from car that result from 
restrictive car policies or improved PT services. 
 
In a related paper, Flügel et al. (2017) studied diversion factors in the greater Oslo area. Their methodological 
approach was based on mode choice modelling on cross-sectional revealed preference (travel diary) data, model 
simulations and meta-regression-models that condensed the information from the simulations. Due to limitations 
in the modelling approach, it was not possible for Flügel et al. (2017) to identify variation in diversion factors by 
policy types (e.g. increases in frequency versus decreases in ticket prices), intensity and direction of the policy 
(e.g. different behavioural responses to price changes of +30%, +10%, -10% or -30%, respectively), nor to analyse 
the “not travel” (i.e., supressed demand or, reversely, generated travel) alternative. 
 
In this paper, we apply a completely different methodological approach, namely stated preference (SP). We use 
simple hypothetical questions of the type: “Imagine that road tolls were to increase by 50%. How would you 
travel?” The analysis and synthesis of the replies to different types of questions allows us to shed light on 
interesting concepts like reference dependency, context/policy dependency and asymmetry in preferences. 
 
The remainder of this paper is structured as follows. Section 2 formally introduces the concept of diversion factors 
and explains how diversion factors are measured based on SP data. Section 3 is about the questionnaire, the data 
collection and our evaluation on the representativeness of the obtained sample. Section 4 presents findings and 
results. Finally, section 5 discusses the findings and their policy implications, as well as study caveats. 

2. Diversion factors 

The diversion factor (hereafter: δ) is the proportion of change in demand for one mode that goes to another mode. 
δji captures the proportion of those who leave mode j, e.g. when its price pj rises, that transfers to mode i. If a petrol 
price increase reduces car demand by 100 and 20 of these shift to bus, then δcar,bus = 0.20, or 20%. Hence, we define 
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δji = |dQi/dQj| (1) 
 
where d is the change in demand, Q. When diversion to “Not travel” is included, ∑ δji𝑖𝑖 =1.00  
 

δ is central to the deduction of cross-elasticities between modes. Following Dodgson (1986) cross-elasticities of 
demand, Ɛij, depend crucially on 1) own-elasticity of demand, Ɛjj; 2) the two modes’ relative market shares, Qj/Qi; 
and 3) diversion factors, δji. The relationship can be written as, 
 
 𝜀𝜀𝑖𝑖𝑖𝑖 = �𝜀𝜀𝑖𝑖𝑖𝑖 �

𝑄𝑄𝑗𝑗
𝑄𝑄𝑖𝑖
𝛿𝛿𝑖𝑖𝑖𝑖  (2) 

 
It is clear from formula (2) that the cross-elasticity of demand for mode i with respect to an attribute of mode j is 
larger the larger mode j’s own elasticity is, the larger market share mode j has relative to mode i, and the higher 
diversion is from mode j to mode i. 
 
When analyzing diversion factors based on a SP questionnaire, the calculation of δji is straightforward. δji is the 
proportion of those who currently use mode j and state they will change behaviour, who switch towards mode i, 
allowing mode i to include “not travel”. 
 
Reviews of diversion factor evidence are rare. A notable exception is Wallis and Schmidt’s (2003) broad review 
of evidence of diversion from car to PT. Another exception is the on-going work for the UK DfT (Dunkerly et al., 
2017 forthcoming). Clark (2017) reports results of a large survey among nearly 234,000 US transit passengers and 
is an example of a typical way of presenting diversion factors – in this case the response to what alternative mode 
passengers would do if their transit service were unavailable. Their findings suggest that one third would switch 
to car mode (17% drive, 7% carpool, 5% get at ride, and 4% taxi), 22 percent would not travel and another 20 
percent would divert to other transit modes. Clark (2017) further shows that rail passengers are more likely to 
switch to car than bus passengers are, that bus passengers are much more likely to switch to walk or taxi than rail 
passengers are, and that residents of larger cities are more likely to divert to alternative transit options or carpooling 
and less likely to switch to walking or to be given a ride. 

3. Data 

The analysis is based on answers to an online questionnaire. The questionnaire was structured as follows: 
• Motivation of survey 
• Simplified trip diary of yesterday’s travel activities. A reference trip for the following questions is then 

randomly selected. 
• Questions regarding the reference trip (main mode, purpose, cost, travel time, distance) 
• Reasons for actual travel mode choice of reference trip 
• Six SP questions: mode choice in hypothetical situations 
• Background information (age, gender, post code, car access, driving licence, household characteristics) 

 
The SP questions were defined based on the respondent’s travel mode for the reference trip. Each subsample (car 
users, PT users, cyclists, pedestrians) was further randomly split into different variations of questions. Table 1 
presents all SP questions in the survey and which of the respondents that received the various questions. It shows 
that all respondents were asked to consider their mode choice in six hypothetical situations of improvements of 
alternative modes as well as of worsening of their current mode (i.e., ‘carrot’ and ‘stick’ measures). The choice 
alternatives included respondent’s current travel mode, all different alternative modes and – where relevant – the 
option of “not travel”. Respondents were forced to make a choice to proceed in the survey. Question 5b is not 
analysed in this paper.  
 
The Norwegian Automobile Association’s (NAF) members count almost 10 percent of Norway’s adult population 
including in fact, according to themselves, a fair number of non-car owners. 60,000 respondents were drawn from 
their membership base and received an e-mail with invitation to participate in the online survey. Their postal codes 
are defined as belonging to the ten largest urban areas in Norway and therefore of particular interest urban transport 
related policy goals (e.g. Norwegian Government, 2017). The questionnaire was opened 11 May 2017 and closed 
26 June 2017. A total of 6,853 respondents completed the questionnaire to yield a response rate of 11.4%. 
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Table 1. SP design. 

Index Sub-sample 
SP-question (each question ends with “…What would you choose?”) 
Car (driver and 
passenger 

Public transport 
(PT) Bike Walk  

1a (Higher cost own 
mode) 

Car, PT, 50% of 
cyclists 

Imagine your trip 
cost [10%, 50%, 
100%*] more (in 
petrol and road tolls)  

Imagine your PT 
trip cost [10%, 
50%, 100%*] 
more 

Imagine you had to 
pay [5, 20, 50*] 
NOK to park your 
bike 

 

1b (Bad weather) Walk, 50% of 
cyclists 

  Imagine it rained a lot  

2a (Free car) PT, 50 % of walk 
and cyclists 

 Imagine you could travel by car for free (you get a 
ride or someone else pay) 

2b (Free PT) Car and 50% of 
cycle and walk 

Imagine public 
transport were free 

 Imagine public transport were 
free 

3 (Increased travel 
time own mode) All Imagine [CURRENT MODE] trip time increased by [X]** minutes 

4a (Reduced travel 
time car) 

PT, 50% of cycle 
and walk 

 Imagine car were twice as fast as it is today 

4b (Reduced travel 
time PT) 

Car, and 50% 
cycle and walk 

Imagine public 
transport were 2x 
quicker 

 Imagine public transport were 
2x quicker 

5a (Higher 
frequency public 
transport) 

Car, and 50% of 
cycle and walk 

Imagine that 
frequency of PT 
services doubled 

 Imagine that frequency of PT 
services doubled 

5b (Autonomous 
cars) 

PT, 50% of car, 
cycle and walk 

Imagine you could do this trip with autonomous car at same cost as 
driving today 

6 (Current mode 
unavailable) All Imagine you had no chance to use your current mode 

* One of the values in brackets is randomly picked. NOK10 ≈ EUR1 at time of survey. 
** Based on either 10%, 50% or 100% (randomly picked) of the self-reported value for the reference trip 

 
 

Table 2. Geographical distribution of sample 

Index 
  

Urban area (based on 
reported postal code)  

Population Our sample (unweighted) 
Inhabitants 
(1000s) * 

Inhabitants 
per sqm * 

Share 
PT ** N Percent Share PT 

1a Oslo city 653 4 982 26 215 3.1% 33.9% 
1b Oslo suburban 605 2 040 12 549 8.0% 17.8% 
2a Bergen city 270 2 804 16 453 6.6% 11.3% 
2b Bergen suburban 93 1 383 7 237 3.5% 5.9% 
3a Trondheim city 181 3 047 12 424 6.2% 8.3% 
3b Trondheim suburban 55 1 648 7 197 2.9% 5.2% 
4 Stavanger 131 3 143 10 711 10.4% 10.4% 
5 Nedre Glomma 123 1 812 8 657 9.6% 6.7% 
6 Drammen 66 2 767 8 521 7.6% 11.5% 
7 Tønsberg 40 1 967 8 435 6.3% 5.9% 
8 Grenland 83 1 746 8 445 6.5% 2.5% 
9 Kristiansand 85 2 316 8 629 9.2% 3.7% 
10 Tromsø 65 2 876 8 755 11.0% 8.8% 
0 Others (rural) Na Na Na 87 1.3% 8.2% 
0 Unknown Na Na Na 539 7.9% 9.8% 
Total     6 853 100% 9.4% 

* Source: Statistics Norway 
** Source: National Travel Survey (Hjorthol et al., 2014) 

 
The sample is allocated to urban areas by their self-reported home postal code. This is shown in Table 2. Some 
respondents (N=87) reported a postal code which does not match to those of the 10 largest cities. We exclude those 
observations from the analysis as most of these cases are likely be done in a non-urban context. 
 
The PT modal share is rather low in our sample compared to more representative survey data like the national 
travel surveys (NTS) (Hjorthol et al., 2014). Correspondently, the car share is higher, which is probably due to the 
very high car ownership and car licence holding in our sample.  
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Due to self-selection bias towards NAF, our sample almost entirely consists of persons that have driving licence 
(99.7%) and at least one car at disposal in the household (99.9%). These high shares made it impossible to weight 
observations to make them representative for the total travel population in the 10 cities. Our sample is therefore a 
sample of car owners/users but not a sample of travellers, or the population, in general. This is, however, very 
useful given our purpose of identifying policies that induce mode shift away from car use. 
 
Comparison with a more representative sample of car users from the NTS shows, furthermore, that our sample of 
NAF-members consists of many elderly people and is predominant male, especially in the older age-groups. We 
therefore weigh observations in all the following analyses by age and gender such that the weighted distributions 
fit with those observed in NTS.  
 

4. Findings 

4.1. Characteristics and reasoning for the reference transport mode 

Table 3 shows the distribution of travel mode in the reference trips, as reported by respondents. Distributions are 
given as total and divided by gender, city type, trip purpose and trip distance groups. 
 
Car as a driver is by far the most frequent transport mode of the reference trip. Car driver shares are particularly 
high for 1) male respondents, 2) respondents living in smaller cities/suburban areas, 3) trips with purpose of picking 
someone up and buying grocery, and 4) longer distance trips. All these patterns follow a priori expectation. The 
PT share is low overall (as already seen in section 3), and even lower in suburban areas and for non-work related 
trips. Shares for cycling and walk naturally decrease strongly with distance. 
 
Respondents were asked about the reasons for their current mode choice. A list of 10 predefined answers (including 
open ended “other reason”) were presented and respondents were required to choose the most important reason 
first and could then tick other reasons as well. It is therefore possible to distinguish between “ticked as most 
important” reason” and “ticked as one reason”. In total, shortest travel time is the most frequently mentioned 
(66.8%) and most important argument (52.9%) for travel mode choice. The shares of respondents ticking that 
reason is particularly high for car drivers. A relatively large share of car drivers also mention comfort as a reason 
for driving. For public transport users, price turns out to be the most important reason, followed by shortest travel 
time and – interestingly – lack of or too expensive parking possibilities. For cycling and walking, exercise is most 
frequently mentioned as the main reason. Cheapest is mentioned by many as one of their reasons, but not so much 
as the most important reason. Relatively many, over 30%, also state travel time as the main reason for both cycling 
or walking. The argument other alternatives are inacceptable is interesting and has seemingly some implications 
for the later SP-responses of “not travelling” as an alternative. Car users are by far most likely to argue that reason. 

4.2. Overall SP-responses by user group 

In this section, we look at responses to the SP questions for all respondents, i.e. without segmentation beyond the 
reference transport mode. Sections 4.3 and 4.4 provide results for different dimensions including gender and travel 
purpose. In the following analysis, car drivers and car passengers are merged together because it was not possible 
to switch from/to car driver to/from car passenger in the SP questions.  
 
Table 4 reports on the SP responses for car users. The pattern of responses to restrictive car policies is as expected 
in the sense that higher percentage increases in costs or travel time lead a higher share of car users to change their 
behaviour. However, both a doubling of cost and of travel time only makes ¼ of the respondents state that they 
would change behaviour. This is indicative of a high degree of car captivity, i.e. most respondents have no real 
alternative to the car. The choice pattern for time and costs is remarkably similar. Note that the implicit arc-
elasticities are highly non-linear (although forecasts and elasticity estimates based on SP data are inherently 
problematic, cf. our discussion in section 5): A small 10 percent price increase gives an elasticity of about unity, 
whereas a price doubling gives a much lower elasticity. 
 
From the three PT improving attributes, doubling PT travel speed is most effective, closely followed by service 
frequency. Only around 30% of car users state that they would switch to PT if it were free (see more details in next 
section), which is a clear message that lower fares are an inefficient way to attract motorists out of their cars.  
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Table 3. Mode choice distribution for reference trip in the sample 

Category N Shares of chosen mode 

  Car 
driver 

Car 
passenger PT Cycle Walk 

Total 6 766 74.8% 5.5% 9.4% 6.7% 3.6% 
Gender:       
• Male 3 840 79.1% 3.3% 9.0% 5.7% 2.8% 
• Female 2 890 68.9% 8.3% 10.0% 8.1% 4.7% 
• Gender NA 36 77.8% 8.3% 8.3% 0.0% 5.6% 
Area:       
• Suburban/smaller city 5 673 76.6% 6.0% 8.4% 5.8% 3.2% 
• Larger city (1a, 2a and 3a in table 2) 1 093 65.5% 2.7% 14.6% 11.5% 5.7% 
Trip purpose:       
• Working trips 3 065 67.8% 3.0% 14.0% 11.1% 4.1% 
• Trips within working hours 222 67.1% 8.5% 17.7% 2.0% 4.6% 
• Picking up someone 550 88.4% 3.2% 2.6% 3.0% 2.8% 
• Daily shopping 1 279 85.0% 6.3% 3.1% 2.0% 3.5% 
• Visits 505 80.0% 9.9% 6.4% 2.5% 1.3% 
• Other leisure activities 892 76.0% 9.1% 6.0% 5.4% 3.5% 
Trip distance:       
• 0-2 km 226 39.8% 2.0% .3% 15.9% 42.0% 
• 2-5km 1 125 63.9% 4.4% 4.6% 15.2% 11.9% 
• 5-15km 2 543 75.9% 4.7% 11.0% 7.9% 0.5% 
• 15-50km 1 977 82.7% 5.1% 9.8% 2.2% 0.2% 
• Over 50km 895 76.4% 10.8% 12.5% 0.3% 0.0% 

 
 
From those who would change behaviour away from car use, a relatively high proportion states that they would 
not have travelled at all. A doubling of car travel times induces 27 percent of car users to state that they would not 
travel – again an indication of car captivity and of absence of real alternatives to the car. Among those who would 
shift to another mode, 56 percent would divert to public transport. We look more into this in section 4.4. 

Table 4. SP responses of car users. 

 N 

Remain 
using car 

Diversion factors (for those who change 
behavior), sums up to 100% 

Share of 
total 

Will not 
travel PT Cycle Walk 

10% increased car costs * 1779 90.0% 16.6% 44.5% 25.0% 14.0% 
50% increased car costs * 1823 83.0% 20.1% 39.7% 29.2% 11.0% 
100% increased car costs * 1900 75.5% 21.3% 40.2% 26.8% 11.7% 
10% increased car travel time  1823 90.0% 5.6% 78.3% 9.1% 7.0% 
50% increased car travel time  1900 84.5% 24.1% 57.6% 15.7% 2.6% 
100% increased car travel time  1779 75.5% 27.1% 56.0% 15.1% 1.8% 
Free public transport 5502 70.5% NA 100.0% NA NA 
PT twice as fast 5502 58.0% 0.0% 95.2% 3.3%** 1.5%** 
PT twice as many departures 5502 60.9% 0.0% 95.2% 3.5%** 1.4%** 
Not possible to take car 5104 NA 28.1% 48.1% 17.5% 6.3% 

* Petrol and road tolls.  ** These answers make little sense and will not be analysed further. 

 
 
Table 5 presents SP responses from public transport users. Overall, they appear to be much more likely to change 
behaviour compared to car users. A doubling of ticket prices would induce more than half the PT users to change 
behaviour, as opposed to less than ¼ of the car users in response to a doubling of car costs. They also appear to 
react stronger to the size of the attribute change, especially for travel times. While 91.5% of respondents would 
remain using PT with a 10 percent travel time increase, only 39.8 percent state that they would still do so if travel 
times double. When looking at diversion factors for PT, “Will not travel” is rarely chosen in comparison with car 
users in table 4 (8% versus 28.1%). 
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Table 5. SP responses of public transport users 

 N 

Remain 
using PT 

Diversion factors (for those who change 
behavior, sums up to 100%) 

Share of 
total 

Will not 
travel Car Cycle Walk 

10% increased PT ticket prices 226 74.7% 1.2% 70.7% 10.8% 17.4% 
50% increased PT ticket prices  203 49.2% 6.9% 58.0% 29.2% 5.9% 
100% increased PT ticket prices 208 48.7% 7.8% 69.4% 16.9% 5.9% 
10% increased PT travel time  203 91.5% 0.0% 93.3% 6.7% 0.0% 
50% increased PT travel time 208 58.3% 5.2% 74.9% 18.1% 1.8% 
100% increased PT travel time 226 39.8% 5.3% 71.5% 21.1% 2.1% 
Free car ride 638 39.1% 0.0% 100.0% 0.0% 0.0% 
Car trip twice as fast 638 55.6% 0.0% 88.6% 10.8%* 0.7%* 
Not possible to use PT 625 NA 8.0% 70.2% 16.7% 5.0% 

* These answers make little sense and will not be analysed further. 

 
 
Table 6 presents results from the bicycling subsample. Around ¼ of cyclist state that they would change behaviour 
given an introduction of parking costs for cycle of NOK 5. This share increases to over 50% for NOK 20. Cyclists 
are less likely to change behaviour after an improvement of either car (compared to PT users) or PT (compared to 
car users). Looking at the last question, it is interesting to observe that almost no one states that they would not 
travel. Car is the most likely substitute for cycling (keeping in mind the high car ownership in our sample), although 
both PT (27.4%) and walk (25.9%) get their fair share of the diversion factors. 
 

Table 6. SP-responses of cyclists 

 N 

Remain 
using bike 

Diversion factors (for those who change 
behaviour, sums up to 100%) 

Share of 
total 

Will not 
travel Car PT Walk 

5 NOK introduced parking costs for bike 169 74.6% .6% 36.6% 4.8% 57.9% 
20 NOK introduced parking costs for bike 55 47.0% 9.7% 14.0% 30.7% 45.6% 
A lot of rain 229 75.2% 4.9% 67.4% 16.9% 10.8% 
10% increased travel time by cycle 122 99.5% 0.0% 50.0% 0.0% 50.0% 
50% increased travel time by cycle 162 76.2% 0.0% 65.4% 34.6% 0.0% 
100% increased travel time by cycle 169 39.7% .3% 68.7% 26.4% 4.7% 
Free car ride 224 83.9% Na 100.0% Na Na 
Car trip twice as fast 224 86.4% 0.0% 83.5% 15.0% 1.5% 
Free public transport 229 81.2% Na Na 100.0% Na 
PT twice as fast 229 76.3% 0.0% 13.5% 85.2% 1.3%* 
PT twice as many departures 224 87.2% 0.0% 19.8% 75.2% 5.1% 
Not possible to cycle 449 NA .3% 46.5% 27.4% 25.9% 

 
 
Table 7 presents results for pedestrians. The number of observations (besides the last one) is rather low. The results 
are therefore more uncertain. The results for walk are somewhat similar to those of cycle. With a lot of rain, 60 
percent state that they would still walk. However, half of those who divert to other modes would divert to car. If 
walking were not possible, nearly 40 percent would use car instead and another 30 percent would cycle. 
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Table 7. SP-responses of pedestrians 

 N 

Remain 
walking 

Diversion factors (for those who change 
behaviour, sums up to 100%) 

Share of 
total 

Will not 
travel Car PT Cycle 

A lot of rain 246 59.7% 19.8% 51.6% 19.3% 9.4% 
10% increased walk travel time  78 99.6% 0.0% 0.0% 0.0% 100.0% 
50% increased walk travel time 78 57.6% 0.0% 33.3% 41.8% 24.9% 
100% increased walk travel time 90 40.8% 0.0% 24.3% 28.4% 47.2% 
Free car ride 117 80.0% 0.0% 100.0% 0.0% 0.0% 
Car trip twice as fast 117 77.7% 0.0% 63.9% 1.7% 34.4% 
Free public transport 129 85.6% 0.0% 0.0% 100.0% 0.0% 
PT twice as fast 129 75.1% 0.0% 7.6% 75.0% 17.4% 
PT twice as many departures 117 79.2% 0.0% 36.8% 45.3% 17.9% 
Not possible to walk 243 0.0% 8.8% 38.1% 22.3% 30.8% 

4.3. A closer look at substitution between car and PT 

We are particularly interested in the degree and possibility of substitution between car and PT. Table 8 presents 
the share of car and PT users that would switch to the other mode given improvement in that other mode, i.e. a 
typical ‘carrot’ measure. We see that, following a price reduction of the alternative mode, PT users are more 
inclined to divert to car than car users are inclined to divert to PT. The share of respondents who would shift to the 
alternative mode if it became twice as fast is, however, quite symmetric: about 40 percent would switch from either 
mode. Female car users appear to be more responsive to PT improvements than men are. Considering trip purpose, 
work trips (commuting) are most responsive to improvements of another mode. Regarding trip distance, shorter 
trips are more responsive to price incentives and longer trips are more responsive to travel time incentives. 

Table 8: Share of respondents stating they would change mode given “carrot” measures for PT and car 

 
Free car (get a ride)/free PT Car/PT twice as fast 
PT user 
switch to car 

Car user  
switch to PT 

PT user 
switch to car 

Car user 
switch to PT 

Total 60.9% 29.5% 39.3% 40.0% 
Male 60.1% 25.4% 38.4% 35.9% 
Female 62.2% 35.7% 40.7% 45.9% 
Suburban/smaller city 61.0% 29.5% 39.7% 39.4% 
Larger city (1a, 2a and 3a in table 2) 60.6% 29.6% 38.2% 40.0% 
Working trips 65.4% 36.8% 44.7% 47.5% 
Trips within working ours 38.7% 24.9% 26.5% 39.7% 
Picking up someone LNoO* 25.4% LNoO* 38.6% 
Daily shopping 51.8% 22.0% 27.8% 29.9% 
Visits 63.3% 32.3% 27.2% 41.6% 
Other leisure activities 51.4% 25.4% 26.0% 37.5% 
0-2 km LNoO* 24.2% LNoO* 20.3% 
2-5km 68.7% 31.5% 14.9% 33.7% 
5-15km 11.7% 31.2% 28.6% 40.8% 
15-50km 8.1% 29.3% 53.8% 43.2% 
Over 50km 8.8% 24.4% 52.4% 39.2% 

* LNoO: Low number of observations (when N < 30 in the subgroup) 

4.4. Segmentation of diversion factors 

Table 9 presents diversion factors from car and PT to alternative modes (including “not travel”) overall and 
segmented into subsamples. These diversion factors are based on SP-question 6 of the survey: “Imagine you had 
no chance to use your current mode. What would you have chosen?”. 
 
The overall picture is that, apart from the shortest trips, car users are less likely to divert to PT than the other way 
around, as also documented above. Diversion towards cycling and walk are quite similar between car and PT, 
although with some differences by trip purpose. The main difference lies in the higher share of “not travel” for car 
users, who therefore stand out as very dependent on their car as their only alternative. Compared to the overall 
figure 28.1% of motorists who would not travel, we find higher levels of trip suppression among 1) male 
respondents; 2) suburban/smaller cities; 3) non-work-related trips; and 4) trips over 15 km. Looking at diversion 
towards soft modes, it is interesting to observe that males tend to divert to bicycling, whereas females tend to divert 
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more to walking. An interesting pattern appears for trip purposes. Work trips, which in normal circumstances are 
repeated hundreds of times per year and cannot be avoided, show a large amount of diversion to other modes and 
a similarly small share of suppressed (‘will not travel’) trips. At the other end of the spectrum, trips for shopping, 
visits and other leisure activities appear more discretionary with larger shares ‘will not travel’ for those purposes. 
The effects of trip distance on diversion are as expected. For the shortest car distances, walk is the most prominent 
alternative. For longer trips, the bicycle becomes more prominent alternative, but for trips 15 km and longer, PT 
dominates and the share of ‘will not travel’ becomes substantial. 

Table 9. Diversion factors from car and PT for different subsamples, based on SP question 6 
 

Diversion factors from car to …  Diversion factors from PT to … 

 PT Cycle Walk 
Will not 

travel 
 

Car Cycle Walk 
Will not 

travel 
Total 48.1% 17.5% 6.3% 28.1%  70.2% 16.7% 5.0% 8.0% 
Male 45.8% 19.3% 4.5% 30.5%  68.9% 21.3% 2.5% 7.2% 
Female 51.5% 15.1% 8.8% 24.6%  71.9% 10.9% 8.1% 9.1% 
Suburban/smaller city 47.5% 18.0% 6.0% 28.5%  71.0% 16.0% 3.6% 9.3% 
Larger city  51.5% 14.5% 8.2% 25.8%  68.0% 18.8% 9.2% 4.0% 
Working trips 55.8% 23.5% 4.5% 16.2%  71.8% 20.5% 1.6% 6.1% 
Trips within working hours 57.3% 12.3% 2.6% 27.8%  70.9% 13.7% 7.6% 7.8% 
Picking up someone 44.5% 11.1% 8.4% 36.0%  81.4% 9.6% 9.0% 0.0% 
Daily shopping 37.3% 13.1% 8.6% 41.0%  63.2% 9.3% 8.3% 19.1% 
Visits 53.1% 10.5% 6.2% 30.2%  82.6% .9% 12.2% 4.3% 
Other leisure activities 39.9% 18.3% 7.2% 34.6%  54.3% 8.8% 23.6% 13.3% 
0-2 km 9.6% 28.6% 51.8% 9.9%  LNoO LNoO LNoO 100.0% 
2-5km 28.4% 32.4% 22.3% 16.9%  47.4% 14.6% 30.1% 7.8% 
5-15km 49.9% 23.6% 4.7% 21.8%  59.6% 29.4% 5.7% 5.2% 
15-50km 54.2% 9.3% .9% 35.7%  85.3% 8.6% 0.0% 6.2% 
Over 50km 54.9% 2.1% .4% 42.6%  82.1% .5% 0.0% 17.4% 

5. Discussion, conclusions and policy implications 

Modal substitution towards clean and active modes of transport is at the core of the transition towards sustainable 
urban transport. This paper documents this immensely important but rarely studied phenomenon by means of 
diversion factors. By doing so, we have shed new light on the dynamics and patterns of modal substitution and 
established several important insights. We summarise some of them here. 
 
The finding with the probably strongest impact is the fact that car demand appears immensely stiff. The car user 
segment of our respondents is most unwilling to shift mode. Rather than changing mode, they would often not 
travel at all. This means that motorists are highly captive and consider alternative modes as much less real 
alternatives than those who travel by other modes. Having said that, it is important to keep in mind that our sample 
consists almost entirely of car owners, which means that, on trips with other modes, they would likely have a car 
alternative. In any event, it is a strong message from this research that public transport users are much more likely 
to divert to car, than car users are likely to divert to public transport. The finding holds true for almost all 
segmentations and is sufficiently robust to considered relevant and transferable beyond the Norwegian setting. 
 
Another aspect of captivity, which causes a completely different set of dynamics, is that of work trips. These trips 
are captive in the sense that they cannot easily be avoided. It means that the alternative to not travel is non-existent. 
For that reason, work trips show a relatively high degree of flexibility. If the current transport mode become 
unavailable, most people would have to divert to other modes. The fact that work trips are repeated hundreds of 
times per year, also means that they are relatively sensitive to incentives because they sum up to considerable 
amounts over the year. Therefore, when alternative modes become more attractive (carrot measures) work trips 
are generally more likely to respond in terms of modal shift. Interestingly, these work trips have relatively large 
propensity to shift to soft modes (walk, cycle) compared with other trip purposes. Here lies a great potential of 
relieving cities of strangling peak hour car traffic and replace it with public transport, walk and cycle. Our findings 
are well in line with existing literature, which suggests that work trips display low sensitivity (demand elasticity) 
to pricing and other trip attributes (see, e.g. Balcombe et al., 2004) but, when it comes to modal substitution, work 
trips typically exhibit relatively large cross-elasticities of demand and in other words a high mode choice flexibility 
(Wallis, 2004; Fearnley et al., 2017a). 
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A finding worth noting, which is in part contrary to the conventional wisdom, relates to free public transport. In a 
worldwide review of evidence, Fearnley (2013) concluded that the main effect of free public transport is to attract 
passengers who would otherwise walk or cycle, and to generate considerable new transport demand. The findings 
presented here suggests that free public transport would in fact induce a larger share of car users to divert to public 
transport than of cyclists and pedestrians. However, we also find that car users are much more responsive to public 
transport travel times and service intervals that to the fare level. 
 
Although our findings are relatively robust and transferable, they must be treated with some caution. Firstly, we 
reiterate the fact that our sample is one of car owners and not of the general population. As such, however, our 
sample is ideal for analyzing the question of reducing car use and increase public transport, walk and cycle. 
Secondly, for some of the more detailed relationships, our sample suffers relatively low number of observations. 
While all items that relate to car users’ responses are fairly robust, this cannot be said to be the case for pedestrians 
and cyclists and in particular when these again are broken down by trip purpose and other sub-segments. Thirdly, 
our study refers only to the main mode which respondents used for their trip, and does not consider multimodal 
journeys. Finally, a general caveat relates to the use of stated preferences and stated intentions. There is substantial 
evidence to conclude that these techniques tend to induce respondents to over-state their behavior responses (see, 
e.g., Fearnley 2017b; Ottosson et al., 2013). This may lead us to overestimate the share of persons switching 
behavior. On the other hand, any protest-responses (see, e.g. Wardman and Bristow, 2004) would most likely have 
a reverse effect. As for the effect on diversion factors, these are calculated as ratios, and the error is less of a 
problem. However, the SP approach may influence diversion factors, as substitution to more socially accepted 
transport modes (cycle and walk compared to car) may be overestimated. 
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