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Abstract: With multiple advancements in machine learning and 

deep learning a multitude of tasks that were either too complex to 

hardcode or even regarded as impossible can now be performed. 

This technology can be used to our advantage to determine 

someone's personality based solely on their perception and 

opinions. Nowadays, a lot of tasks involving the victim's 

personality are necessary for criminal activity surveillance, 

personality has started to play a significant role in mental health 

therapy as well as hospitality businesses are trying to monitor the 

personality of customers to provide better services. We can assist 

in the completion of such a work by combining deep learning with 

a classification-based machine learning model connected by a 

data pipeline. The use case can also be extended to hospitality 

businesses to understand the mindset of the patient and is also 

useful during selection of candidates for a particular job profile 

based on their personality traits. It is also used in many successful 

marketing campaigns to target specific audiences. We propose a 

combined classification pipeline that employs both unsupervised 

and supervised deep learning approaches such as K-Means along 

with LSTM, GRU, RNN and Autoencoders (Deep Embedded 

Clustering) to draw a comparative analysis between these 

approaches to analyze personalities successfully. 

Keywords: Deep learning, RNN- Recurrent Neural Network, 

LSTM – Long Short-Term Memory, GRU – Gated Recurrent Unit, 

DEC – Deep Embedded Clustering, Autoencoder, Personality 

Prediction, OCEAN- Openness, Conscientiousness, Extraversion, 

Agreeableness, Neuroticism 

I. INTRODUCTION

The various traits make a person unique. The list includes

fundamental characteristics, as well as interests, desires, 

beliefs, skills, and emotional elements. It is a biological and 

environmental phenomenon that lasts for the bulk of lifespan. 

A personality prediction system is used to determine the 

personality of a person based on a questionnaire. As we all 

know, a person's personality is a major factor in deciding a 

lot of things about that individual. Nowadays, both criminal 

activity monitoring and mental health therapy call for a 

number of activities pertaining to the victim's personality.  
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We can assist in the accomplishment of such a task by 

integrating a classification-based machine learning model 

with natural language processing via a data pipeline. 

Automating mental health monitoring is the following step 

towards greater accessibility. Learning from datasets has 

enabled machine learning and deep learning to predict a 

number of human attributes. 

The subsequent stage towards better accessibility is the 

automation of mental health monitoring. By learning from 

datasets, algorithms have made it possible to predict a variety 

of human attributes. As a consequence, interactions with 

systems may be streamlined and made more approachable for 

people who might not normally feel comfortable using them. 

High-speed internet became widely accessible, ushering in 

the era of machine learning. 

Psychologists have created a number of psychological tests 

to categorize personality. The Big Five personality test, the 

MBTI exam, the DISC assessment, and other well-known 

psychological tests are used widely around the globe. In this 

study, we suggest using the Big Five personality test to 

categorize personality into any one of the five different types 

that the Big Five Test's creators have identified. 

To predict the personalities from the provided dataset, we 

will use the Gated Recurrent Units (GRUs) and 

Autoencoders. After receiving the results from the GRU and 

the Autoencoder, we will evaluate the accuracy of the RNN, 

LSTM, GRU, and Autoencoder to see whether any 

hyperparameter adjustment is necessary to enhance them. 

With our future advancements, we may include various input 

methods, including audio and video, to collect more data and 

present it in a comprehensible and understandable manner. 

The main aim is to draw a comparative analysis between 

various approaches to analyze personalities successfully. The 

comparison is based on the total number of parameters used 

per model, number of epochs, best accuracy and least lost. 

The algorithms used for comparison are: RNN, LSTM, GRU 

and semi supervised DEC. 

II. LITERATURE SURVEY

The classification of personality traits from text was done 

using a mixed deep learning technique [1]. The model 

proposed a combination of convolutional neural networks 

along with LSTM for personality trait classification. Deep 

learning models help overcome drawbacks of using machine 

learning approaches as a method of feature selection. For a 

more precise classification of personality traits, the issue of 

context information processing must be addressed utilizing 

hybrid DL models helped by feature selection. This is 

supported by making effective use of a deep neural network 

to extract features. The accuracy of  

the results was 88% [2]. A. 

Pulver and S.  
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Lyu proposed an LSTM like architecture which outperforms 

the vanilla RNN and LSTM model. RNN performance test 

that emphasizes various crucial network characteristics while 

using handwritten numbers [5]. Numerous techniques 

ranging from fundamental procedures to cutting-edge 

methods such as the LSTM neural network are employed in 

the prediction process. It will be possible to anticipate 

product sales using neural networks as a model for prediction 

of time series, with a focus on the LSTM neural network 

architecture. 

Recurrent neural networks are more practical than artificial 

neural networks because they can represent a series of data 

such that each data point may be taken to be dependent on the 

previous one [7]. Yet, ANN is unable to model a series of 

data. So long as each data point is supposed to be independent 

of the preceding and subsequent ones, ANN is favorable [8]. 

Another application of RNN to the study of hate speech 

shows its potential. The categorization of hate speech is 

divided into two categories (hate speech or non hate speech). 

More training resulted in better accuracy. Testing results for 

system performance showed an average accuracy of 91%, 

recall of 90%, and precision of 91% [9]. Social media content 

used for the detection of mental disorders has been 

implemented using CNNs and LSTMs. Features extraction 

was based on two methods namely, facial expression and 

textual information. With a performance accuracy of 97.56%, 

CNN+LSTM with word embeddings outperformed the 

competition, while LSTM came in second with a 97.48% 

accuracy. 

Facebook profile data is automatedly collected by web 

scraping and stored in MongoDB [3]. Personality prediction 

is carried out based on random forest regressor and classifier 

algorithms [6]. Several studies have found a connection 

between face features and personality. It has been proven that 

people can infer some personality qualities about one another 

very accurately from their appearances. Algorithms like 

MobileNetv2, ResNeSt50, and S-NNPP were used. Using a 

person's facial expressions, one might infer their personality. 

It was found that the accuracy was higher than 70% as a 

result. Deep learning methodologies were implemented in 

order to automate the process of personality prediction using 

posts and profile pictures for social media [10]. Algorithms 

used were face detection and smile detection for facial 

expression recognition and Word2Vec for text preprocessing. 

The conclusion obtained was that picture characteristics are 

more accurate in predicting personality than text features 

alone or when combined with text and image features. 

The classification of personalities was performed using 

CNN. The method was used to categorize five different 

personality characteristics. Word vectorization using 

Word2Vec is done in the first layer. Using the Word2Vec 

Word embeddings library from Google, word-level feature 

extraction was carried out. To extract n-gram features from 

each phrase in the document, convolutional filters and max 

pooling were used in the second layer. In order to create 

document vectors, the phrase vectors from Layer 3 were 

concatenated. The document vector was enhanced using 

Mairesse characteristics that were concatenated with the 

document features acquired in Layer 3. In the fifth layer, 

activation functions such as Sigmoid, Tanh, and ReLU have 

been applied. The presence or absence of a particular 

personality trait is determined by the sixth layer [11]. 

Various machine learning approaches are used for the 

analysis of personality prediction using different datasets [4]. 

At a 60% accuracy rate, Naive Bayes marginally outperforms 

SVM and KNN. Gray prediction model, the multitasking 

model, and multiple regression may be used since accuracy 

rate is high but it is uncommon for researchers to use the gray 

prediction approach [12]. Utilizing information from the 

candidate's résumé as well as results from various personality 

tests, the Applicant Personality Prediction System (APPS) 

forecasted the candidate's personality [13]. By rating the 

resume on several parameters, including experience, talents, 

and other factors, personality prediction systems choose the 

best applicant for the desired job description. This approach 

is also applicable to other industries where it is necessary to 

select people quickly through the use of screening 

procedures. To evaluate, summarize, and compare the 

similarities between a CV and a job description, our 

programme employs the Spacy module. 

 Despite the fact that there are countless publications 

devoted to our issue, there are far too few that have really 

undertaken any type of study, including many different 

models carrying out various activities that are pertinent to 

what we want. Machine learning models are employed in a 

lot of studies. These studies' findings frequently have very 

poor accuracy. Large datasets are frequently used in articles 

utilizing deep learning algorithms. Despite the fact that the 

Big Five personality test has utilized a variety of algorithms, 

the DEC method has never been employed to predict 

personality in this dataset. 

III. PROPOSED WORK  

While understanding the workings and functionalities of 

worked upon algorithms: Long Short-Term Memory 

(LSTM), Gated Recurrent Unit (GRU), Recurrent Neural 

Network (RNN) and Deep Embedded Clustering (DEC), a 

comparison was drawn amongst them in order to be best 

applicable in case of use of the mentioned Big five 

personality dataset for serving to a multitude of applications. 

Elaborately it was clearly acknowledged that DEC performed 

better than its competitors [24].  

Deep Embedded Clustering known as DEC is a kind of 

unsupervised machine learning algorithm that combines and 

fully amalgamates deep learning with clustering. It involves 

a deep neural network architecture that learns and 

understands a low-dimensional representation of the input 

data and uses this representation to cluster the data points. 

Long Short-Term Memory or LSTM, Gated Recurrent Unit 

or GRU, and Recurrent Neural Network or RNN are all 

different kinds of neural networks that are usually used in 

natural language processing and the time series analysis [25]. 

They are designed to manage sequential data and are able to 

remember information from previous time steps. LSTM and 

GRU are types of RNNs that were developed to aid the 

observed problem of vanishing gradients in traditional RNNs. 

Both LSTM and GRU have additional mechanisms, called 

gates, that manage the flow of 

information within the 

network [26]. LSTM has three 
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observed gates, which are the input gate, output gate, and 

forget gate, while GRU has two gates, including an update 

gate and reset gate. In summary, DEC is a clustering 

algorithm that combines deep learning with clustering, while 

LSTM, GRU, and RNN are types of neural networks 

designed to handle sequential data. LSTM and GRU are both 

types of RNNs that help with the issue of vanishing gradients 

in regular and traditional RNNs by including additional 

mechanisms, known as gates, that manage the flow of 

information and data within the network [27]. 

A. Semi Supervised Embedded Clustering 

The input data is clustered in a semi-supervised way with 

the help of the Semi-Supervised DEC algorithms on the basis 

of a small portion of previous information. More precisely, 

an autoencoder paradigm and deep clustering are put to use 

to formulate a deep semi- supervised clustering network. By 

helping the prevention of shift of labels in DEC, this network 

is designed to efficiently mine the clustering representation 

and clustering assignment. Post that, a back-propagation-

based method with adaptable labels is described. This method 

trains the parameters of the deep semi-supervised clustering 

network using the pretrain and fine-tune techniques.  

One of the main causes for its popularity is that deep 

embedding clustering (DEC) outperforms end-to-end 

clustering by a wide margin. 

Nevertheless, due to the extremely small amount of a priori 

knowledge that is included in the vast amount of data, DEC 

is unable to take advantage of it. Figure 1 shows a semi-

supervised deep embedded clustering algorithm with 

adaptive labels that has been developed to get around this 

problem. 

 

 

[Fig.1: Semi-Supervised Deep Embedded Clustering] 

In the semi-supervised DEC, a model is simultaneously 

trained using clustering and measuring representation 

learning. The initial part of the system does representation 

learning, which seeks to make data less dimensional and 

produce results that are as similar as possible to the input. 

 

In contrast to clustering, where the model is trained to 

minimize both reconstruction loss and clustering loss, DEC 

is semi-supervised. It calculates soft assignment values 

between the cluster centroids and the embedded locations. 

In more generic ways it is identified that DEC performs far 

better than its peers. 

B. Notations used 

 

 

[Fig.2: Notations used] 

C. Other Methods Implemented for Comparison 

For the study of adequate performance of the DEC Model, 

other algorithms were studied to draw comparison with DEC 

and between themselves in terms of accuracy and usability.  

A Recurrent Neural Network or RNN is a kind of neural 

network which is created in order to process and evaluate 

sequential data such as the time-series data, text, and speech 

signals. Unlike feedforward neural networks that process data 

inputs in a fixed order, RNNs allow feedback connections 

between their nodes, allowing them to maintain a memory of 

past inputs. The RNN takes an input and produces an output, 

as well as a hidden state that is fed back into the network to 

influence the processing of the next input at every time step. 

On the basis of the present input and the previous hidden state 

the hidden state is updated , further permitting the network to 

encode information about the previous inputs.They are 

particularly useful for tasks where context and temporal 

dependencies are important. Recent advances in RNN 

architectures such as LSTM networks and GRUs have further 

improved the performance of RNNs on a range of sequential 

data tasks. 

 

 

[Fig.3: An Unrolled Recurrent Neural Network] 

Long Short-Term Memory or LSTM is a kind of RNN 

architecture that is specifically created in order to address the 

problem of vanishing gradients that can be seen during the 

training of regular RNNs. LSTMs first were brought to light 

in 1997 by Hochreiter and Schmidhuber [14]. The central 

innovation of LSTMs relies on the use of cells which are 

memory cells that can maintain information for a long span 

of time, enabling the network to selectively choose to forget 

or remember information as per requirement [15]. This is 

successfully possible with the use of a series of gates that 

maintain and manage the flow of information into and out of 

the memory cell [16]. One of these gates is an input gate that 

regulates the flow of information into the memory cell, then 

there’s a forget gate that determines the information that 

should be removed from the cell, and an output gate that 

regulates the flow of information moving out of the cell. 

During training, the LSTM learns to adjust the weights of the 

respective gates based on the input data and the desired 

output [17]. This permits the network to capture long-term 

dependencies and certain temporal patterns in the input data 

[18]. 

 

https://www.openaccess.nl/en/open-publications
https://doi.org/10.35940/ijese.E9510.13011224
http://www.ijese.org/


 

A Classification Pipeline Methodology for Predicting Personality Traits 

                                 

 

                                            9 

Published By: 

Blue Eyes Intelligence Engineering 
and Sciences Publication (BEIESP) 

© Copyright: All rights reserved. 

Retrieval Number: 100.1/ijese.E95100412523 

DOI: 10.35940/ijese.E9510.13011224 

Journal Website: www.ijese.org 

 

[Fig.4: Long Short-Term Memory] 

Gated recurrent units or GRUs are a variation of 

recurrent neural network (RNN) architecture that was 

developed by Cho et al. in 2014 [19]. Like LSTMs, GRUs are 

created to amend the problem of vanishing gradients that can 

be seen during training of traditional RNNs. GRUs present an 

easier architecture as compared to LSTMs [20]. In GRUs 

there are two gates known as the reset gate and the update 

gate. These gates are responsible for regulating the flow of 

information in the network. The reset gate determines how 

much of the prior information needs to be forgotten, and on 

the other hand the update gate decides what amount of new 

information can be necessarily retained. The advantage of 

GRUs is that they need fewer parameters than LSTMs and 

are therefore faster to train and need less memory. 

Additionally, in some cases, they have been found to perform 

better than LSTMs. 

 

 

[Fig.5: Gated Recurrent Unit] 

D. Dataset 

Kaggle Dataset – Big Five Personality Test (1M answers 

to 50 personality questions). In the respective dataset 

1,015,342 questionnaire responses were collected and 

amalgamated online by Open Psychometrics. Size of dataset 

– 416.27MB. 

A technique for categorizing personality traits is called the 

five-factor model (FFM), sometimes referred to as the 

OCEAN model and the Big Five personality traits. Many 

labels used to characterize personality qualities are frequently 

assigned to the same person when personality survey data is 

subjected to factor analysis. You must rate each of the fifty 

items on a five-point scale (where one means disagree, three 

means neutral and 5 means agree) based on how well it 

characterizes you. The test can be finished in a few minutes 

by most individuals. According to this theory, which 

describes the human mentality and psyche using adjectives 

from everyday language, there are five main groups.  

Table 1: Personality Traits 

S. No. Trait Description 

1 Openness 

Includes personality attributes like 

inspiration, creativity, and 

impartiality. 

2 Conscientiousness 
Consist of character traits including 
tenacity, strictness, and dedication to 

their work. 

3 Extraversion 
Individuals that enjoy being with 
other people and are enthusiastic. 

4 Agreeableness 
Includes qualities like kindness, love, 

support, and good humor.. 

5 Neuroticism 

includes personality qualities such 
anxiety, worry, fear, rage, and 

irritation as well as feelings of envy, 

jealousy, remorse, and loneliness. 

E. Hardware and Software Requirements  

Hardware Requirements: Graphics Processing Unit (GPU) 

Software Requirements: Google collaboratory or Jupyter 

Notebook, Anaconda, Python  

F. Experimental Setup 

Tensor-flow was used to code all architectures, and the 

NVIDIA P4 GPU with CUDA integration was used to train 

them. A data collection of responses from 200000 test 

participants was utilized to train the models, and some of the 

responses were also used for cross-validation [21]. 

G. System Architecture 

A system architecture is a collection of rules that outline 

the creation and development of software [22]. The 

organization and structure of the software system are 

determined by its architecture. It also explains the various 

levels of abstraction and the interactions between the various 

parts of the software system. 

An architecture can be used to define a project's objectives 

or to serve as a blueprint for the design and development of a 

new system [23]. 

 

 

[Fig.6: System Architecture] 

IV. RESULTS AND CONCLUSION 

The paper attempts to provide an in-depth understanding 

and comparison between various deep learning approaches in 

order to aid better use and application of the respective 

approaches. The proposed semi-supervised DEC classifier 

model has been extensively tested on the Kaggle personality 

datasets. Firstly, based on 

reconstruction error, the 

autoencoder method helped in 

the extraction of the features. 

https://doi.org/10.35940/ijese.E9510.13011224
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Post this, predictions were made using the extracted features 

from the autoencoder which were fed to the clustering model. 

In an improved feature space, the clustering model 

progressively clusters the provided data points based on KL-

divergence and predicts the personality of the person. 

The outcomes of the suggested model were contrasted with 

current state-of-the-art findings in the literature, and the 

findings demonstrated that our proposed model develops an 

advanced computational method by offering a creative 

framework for forecasting people's personalities. In semi-

supervised and unsupervised applications, when cross 

validation is not available, the Semi-supervised DEC offers 

improved performance as well as flexibility with regard to 

hyperparameter settings. The Semi-supervised DEC can 

expand to huge datasets since it can manage both clustering 

loss and reconstruction loss. The suggested work may be 

expanded in the future to incorporate automated mental 

health monitoring. 

Table 2: Comparison of Algorithms 

S. No Algorithm Accuracy Loss 

1 RNN 65.01% 0.8332 

2 LSTM 93.85% 0.1538 

3 GRU 95.50% 0.01099 

4 DEC - 0.04089 

 

 

[Fig.7: Comparison of Accuracy of Various Models] 

 

 

[Fig.8: Comparison of Loss of Various Models] 

V. FUTURE SCOPE 

Machine Learning is fast evolving and hence, with it there 

is always a scope of improvement. This model can be 

improved by incorporating more layering in the LSTM 

architecture and then testing the accuracy for the models. The 

regular LSTM can be replaced by Bi-LSTM or Gated 

Recurrent Units (GRUs). 

Audio Input and Video Input format can also be considered 

for personality prediction by the use of audio processing and 

capturing of facial features along with audio signals.  
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