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Abstract 
This research deals with the language of Artificial Intelligence (AI) with a focus on distinguishing characteristic vocabulary 
that delineates discourse pertaining to AI. The central inquiry revolves around identifying lexical patterns specific to AI 
discourse, thereby aiding educators in discerning when a paper is written by AI. Employing SketchEngine, we compare 
corpora from students' writings and ChatGPT, on analogous topics. Our methodology involves linguistic analysis to pinpoint 
unique vocabulary prevalent in ChatGPT corpus that distinguishes it from student-written texts. Preliminary results exhibit 
a distinct lexicon associated with AI discussions, including technical terms, jargon, and specialized terminology. These 
findings suggest the potential for developing linguistic markers to detect AI-centric content. The significance of this research 
lies in facilitating educators' ability to differentiate AI-related discourse, thus enhancing pedagogical practices and scholarly 
inquiry in language education. By establishing the distinct language of AI, this study contributes to a nuanced understanding 
of AI discourse and its implications for language education. 
 
Keywords: AI-generated text detection, Academic integrity, Linguistic analysis, ChatGPT vs human writing, Educational 
implications of AI 

 
 

1. Introduction 
 
AI has become more and more prevalent in our daily lives. In the same way, it is finding its place 

in education. It could be useful for educators, helping them in various ways – from suggesting 
classroom activities, generating ideas for lesson plans, creating quizzes. Educators can also use it to 
facilitate debates by asking thought-provoking questions, or for generating case studies that promote 
discussion and critical thinking. 

Despite its advantages, AI, in this case ChatGPT, can be misused by students who might use it for 
generating entire essays or projects without proper citation which leads to a lack of original thought 
and critical thinking. There are still no tools that can discover the use of ChatGPT or they are quite 
unreliable. Therefore, this research aims in investigating the language of ChatGPT trying to establish 
if there are certain structures and words used by ChatGPT which can help educators in recognising 
if the paper was written by a person or AI. 

 
2. Theoretical background 

 
There have been several studies dealing with the similar topic. For example, Mindner et al. (2023) 

explore methods to detect whether a text has been written by a human or generated by artificial 
intelligence (AI), specifically focusing on ChatGPT. They conducted experiments to classify basic and 
advanced human-generated and AI-generated texts, as well as AI-rephrased texts. The study includes 
the creation of a new text corpus covering ten school topics where the following features were used 
for text classification: perplexity, semantic, error-based, readability, list lookup and AI feedback 
features. The study achieved F1 scores above 96% for basic AI and human-generated text detection 
and over 78% for AI-rephrased texts. The paper concludes that combining traditional and new 
features can significantly improve the detection of AI-generated content, outperforming current tools 
like GPTZero. 
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Georgiou (2024) explores linguistic differences between human-written and AI-generated texts. 
His study analyses various phonological, morphological, syntactical, and lexical features in both types 
of text using Open Brain AI, a computational linguistic tool. Among other findings, it is interesting to 
mention that AI-generated texts included more difficult words and content words, whereas human-
written texts favoured easier words and function words. The study also emphasises the benefit of 
tools like Open Brain AI in linguistic analysis and assessment, particularly useful in education and 
healthcare. It concludes that despite high linguistic competence of AI-generated texts, there are clear 
differences between AI and human writing.  

The article by Dugan et al. (2023) explores how well humans can detect transitions between 
human-written and machine-generated text. The authors used the RoFT platform, a gamified system 
where participants try to identify machine-generated sentences in various genres, such as news 
articles, stories and recipes. Their research established that certain genres, like recipes, were easier 
to detect compared to news and stories. The paper concludes that detecting AI-generated text 
remains a challenging but essential task, and suggests that with better tools and training, humans can 
enhance their ability to differentiate between real and fake text. 

Another article, written by Berber Sardinha (2023) compares AI-generated texts, specifically those 
produced by ChatGPT, with human-authored text. It uses a multidimensional analysis approach based 
on the linguistic dimensions established by Biber (1988). The study indicates that AI-generated 
content, although sometimes resembling human language, still fails to fully capture the complexity of 
human communication. The conclusion is that while AI-generated texts can mimic human writing to 
some extent, they still exhibit artificiality, particularly in conversational and narrative contexts, 
showing that current AI models are not yet fully capable of replacing human-authored texts in various 
registers. 

Similar research was carried out by Amirjalili et al. (2024) where they compared AI-generated texts 
and human-written academic texts in the context of English literature. The researchers compared an 
essay written by a second-year English literature student with a similar essay generated by ChatGPT-
4. They analysed assertiveness, self-identification, and authorial presence using the “Voice Intensity 
Rating Scale” (VIRS). The paper highlighted the current limitations of AI in replicating the complexity 
and authenticity of human academic writing. The study suggest that educators must be cautious in 
how these tools are integrated into academic contexts, particularly in upholding academic integrity 
and encouraging genuine authorship.  

All these studies explore how AI-generated texts differ from human writing and how these 
differences can be detected and analysed using various linguistic and computational approaches. 
They stress the importance of advancing detection tools and caution against over-reliance on AI in 
contexts requiring genuine authorship.  

 
3. Research 

 
The research was carried out in the fall 2023/2024 with Writing Seminar students. 56 students 

participated. Their task was to write a 2500-word essay on any topic of their choice. However, only 
20 best essays were chosen for the research. Here is the list of titles of the chosen essays: 

1. Climate change and its effects on health 
2. Constant stress affecting students’ mental health 
3. The relationship between mental health condition and creative expression 
4. Impact of hunger on cognitive function and memory recall 
5. NBA vs the rest of the world 
6. Rage to redemption: analysing Kratos’ character development 
7. Technologies in modern cinematography  
8. The role of motonautica in student life 
9. Reinvesting money to gain financial freedom 
10. Protecting the human body to live in space and other planets 
11. Developing social skills through video games 
12. Down syndrome 
13. Loot-boxes as in-game monetization system and their effect on the gaming industry 
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14. Qatar after FIF World Cup 2022 
15. Albanian Besa 
16. Will artificial intelligence make humanity smarter or dumber in the future? 
17. Teaching strategies and outcomes: Finland and Croatia compared 
18. Killer whales and the damaging effects of men on marine life 
19. Differences in prosciutto production in Istria and Dalmatia 
20. Feline Affection: Unravelling the Cat-Human Bond 

After that, ChatGPT was asked to write the same length essays on the same topics. The aim of the 
research was to answer the following questions: 
• How do the vocabulary and linguistic structures in AI-generated content differ from those in 

student-written texts on similar topics? 
• What specific technical terms, jargon, collocations or specialized terminology are prevalent in AI-

generated discourse that can be used as markers to detect such content? 
• What are the pedagogical implications of being able to distinguish AI-generated language from 

human-authored writing in an educational context? 
 
4. Procedure 

 
Twenty best students’ essays on various topics of their choice were collected and put into one file. 

On the other hand, ChatGPT 4.0 was asked to write the 2500-word essays on the same topics as 
mentioned before, for compiling the second file. Students’ corpus consisted of 47,209 words and 
ChatGPT corpus of 37,748 words. 

 
5. Results and discussion 

 
Both files were separately analysed by SketchEngine. Sketch Engine’s automatic keyword and 

terms extraction tool was used to obtain a list of the most frequent keywords, collocations and 
concordances (Figure 1).  

 
 
Figure 1. Sketch Engine’s interface, showing, among other features, the option “Keywords: Terminology 
extraction” that was used to extract the most frequent terms. 

 
Both files were separately analysed. Function words were neglected and only content words were 

used for concordance analysis. After this, the results were compared. 
First, it had to be established whether there are any significant differences between the two files. 

SketchEngine also offers this option as it can be seen in Figure 2. 
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Figure 2. The difference between two corpora 

 
As it can be seen in Figure 2, the difference between two corpora is 3.6. The value of 1 means 

identical corpora and the higher the score, the greater the difference between corpora. Therefore, 
the difference here is quite significant. 

We shall start by analysing the most frequent words that appear in each corpus. Figure 3 shows 
100 most frequent words in the students’ corpus. 
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Figure 3. The most frequent words in the students' corpus  
As it can been seen in the above Figure, even the punctuation marks appear in this frequency. As 

expected, the most frequent are function words and the first content word is ‘people’ which occurs 
in the 35. place. 

For ChatGPT corpus, the result was a bit different and can be seen in Figure 4.  

Figure 4. The most frequent words in the ChatGPT corpus 
 
The above figure shows that the function words are also the most frequent. However, the first 

content word appears a bit earlier than in the students’ corpus and it is ‘health’, already in the 18. 
place. Both corpora share some frequent nouns – change, skills, stress, health, games, students, 
education, but they appear in different places. Words which only appear among the first 100 words 
of the students’ corpus are: people, space, world, research, cats, time and besa, whereas those that 
appear only in the first 100 words of the ChatGPT corpus are: support, challenges, development, 
impact, life, players, individuals, whales and systems. From the semantic point of view, the students’ 
corpus uses words more oriented towards personal, experiential or societal themes and the ChatGPT 
corpus uses words oriented towards scientific and social issues. 

The next step was to compare concordances. The example is given for the word ‘health’ which 
appears as the most frequent in both corpora.  

Figure 5 shows the concordances for ‘health’ in the students’ corpus.  
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Figure 5. Concordances for ‘health’ in the students’ corpus 

 
It can be seen that ‘health’ most frequently occurs in collocations like ‘mental health’, ‘students’ 

mental health’, ‘health science’, ‘health implications’, ‘psychological health'. Figure 6 shows 
concordances for ‘health’ in the ChatGPT corpus. 
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Figure 6. Concordance for the word ‘health’ in the ChatGPT corpus 

 
The above figure shows that ‘health’ occurs in somewhat different collocations and phrases – for 

example ‘health effects’, ‘health conditions’, ‘health impacts’, ‘health consequences’, apart from the 
known one ‘mental health’. There are also multi- word collocations like ‘significant health impacts’, 
‘preexisting health conditions’, ‘public health challenge’. Based on these two concordances, it can be 
concluded that in the ChatGPT corpus, ‘health’ is more associated with public health impacts, while 
the context in which ‘health’ appears in the students’ corpus is more focused on individual well-being 
and educational setting, emphasising a personal perspective.  

The last part of the research involved the analysis of collocations which occur in both corpora.  
Figure 7 shows a hundred collocations in the students’ corpus. 
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Figure 7. Hundred collocations in the students' corpus 

 
Apart from discipline-specific vocabulary, it can be seen that these collocations include abstract 

terms, like ‘mental performance’, ‘emotional resilience’, ‘financial freedom’, which denote concepts 
and qualities characteristic of academic writing. Multi-word terms like ‘stress coping strategy’, 
‘problem-solving skill’, ‘mental health challenge’ reflect a linguistic economy, where multi-word terms 
serve to express complex ideas within a single phrase. Terms like ‘psychological ownership’ and 
‘attachment behaviour’ demonstrate nominalisation, frequent in academic context to discuss abstract 
psychological and behavioural concepts. Phrases like ‘aspect of life’ and ‘source of academic stress’ 
serve pragmatic functions, such as generalizing or introducing complex ideas. These hedging 
expressions soften claims, making statements less absolute, which is a linguistic strategy often used 
in academic discourse to maintain objectivity. 

Figure 8 shows a hundred collocations in the ChatGPT corpus 
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Figure 8. Hundred collocations in the ChatGPT corpus 

 
Collocations like ‘chronic stress’, ‘cognitive function’, ‘geopolitical influence’ are technical and 

scientific terms, indicating that the corpus provides factual information on many subjects. There are 
also very frequent abstract nouns like ’social dynamics,’ ‘economic diversification,’ ‘cultural impact.’ 
This supports corpus’s orientation towards the objective discussions. The formal tone is reinforced 
by terms like ‘conservation effort’ and ‘production technique,’ which describe systematic approaches 
to problem-solving in environmental and industrial contexts. 

By comparing two corpora, it can be concluded that the tone of the ChatGPT corpus is more 
objective, while the student corpus is more subjective. The lexical choices in the ChatGPT corpus 
indicate high information density, commonly found in scientific literature. The student corpus uses 
terms that are less technical and more practical.  

 
6. Conclusion 

 
The analysis reveals distinctive linguistic characteristics between student-written and ChatGPT-

generated content. The ChatGPT corpus demonstrates a more objective, technical tone, often using 
scientific and structured terms to discuss broad, factual topics, whereas the student corpus reflects a 
more subjective, experiential approach, with language oriented toward individual well-being, 
academic pressures, and personal engagement. The ChatGPT corpus exhibits high lexical density and 
formality, as seen in technical terms and structured collocations. In contrast, the student corpus 
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integrates conversational, accessible language and everyday vocabulary, making it suited for 
discussions directly relevant to personal experiences and educational themes. 

Therefore, the answers to the questions posed in the introduction are as follows: 
1. ChatGPT-generated content uses a high density of technical and scientific vocabulary with 

formal, objective language, focused on abstract, systematic topics. Student-written texts, in contrast, 
use more subjective language that reflects personal experiences. 

2. Key terms and collocations in the ChatGPT corpus include ‘cognitive function,’ ‘geopolitical 
influence,’ ‘health impacts,’ and ‘conservation effort,’ which indicate a factual, technical focus.  

3. Identifying AI-generated language can help maintain academic integrity, as students would be 
encouraged to submit original work and develop critical thinking and writing skills. For educators, 
having linguistic markers to detect AI text enables more accurate assessment of student 
comprehension and effort. This distinction can also guide curriculum development, supporting 
assignments that encourage authentic expression and discouraging over-reliance on AI-generated 
content. 

The limitations of the study could be a limited set of topics selected by students. Another one 
could be overreliance on lexical markers and such a distinction could slowly disappear as AI are 
constantly evolving and may adopt a more human vocabulary. The analysis could be enriched by 
examining sentence structures, complexity, and use of passive versus active voice. Including examples 
of distinct syntactic patterns would strengthen the comparisons but not with the use of SketchEngine. 

Future research could examine AI and human-authored texts across a broader range of genres and 
academic disciplines, from scientific reports to creative writing, to identify genre-specific linguistic 
markers. Further studies could incorporate syntactic and stylistic analyses, examining sentence length, 
complexity, and rhetorical devices. In cases of doubt about whether a student used AI, questions 
could be devised to verify the paper's authorship. 
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