
WWW.GEDII.EU 

Project Deliverable 

D1.1 Conceptual Framework

31st of May 2016 – Version 1.0

The work contained in this document is distributed under the Creative 
Commons Attribution 4.0 License (CC BY). View License Deed. 

https://creativecommons.org/licenses/by/4.0
https://creativecommons.org/licenses/by/4.0


Project Consortium

Universitat Oberta de Catalunya, Spain

Project Coordination

Dr. Jörg Müller
Dr. Milagros Sáinz
Dr. Julio Meneses
Dr. Sergi Fàbregues
Dr. Rosa Borge
Dr. Julià Minguillón

Hochschule Furtwangen, Germany

Prof. Dr. Ulrike Busolt
Sandra Klatt
Wiebke Kronsbein

Örebro University, Sweden

Prof. Dr. Ulf Sandström
Dr. Anne-Charlott Callerstig
Prof. Dr. Liisa Husu

Verband der Elektrotechnik Elektronik 
Informationstechnik e.V., Germany

Dr. Walter Börmann
Nicole Bienge
Andreas Landwehr
Annika Gereke

Cranfield University, UK

Dr. Anne Laure Humbert

This project has received funding from the European Union’s Horizon 2020 
research and innovation programme under grant agreement No 665851.

2



Table of Contents

Chapter 1 – Team Science Page     6

Jörg Müller

Chapter 2 – Research Assessment Page   46 

Sandra Klatt, Ulf Sandström

Chapter 3 – Gender Research Page   69

Anne-Charlott Callerstig, Jörg Müller

Chapter 4 – Integration and Operationalization Page 107

Jörg Müller, Sandra Klatt, Anne-Charlott Callerstig, Ulf Sandström

3



Introduction
The following document presents the conceptual framework of the GEDII project. As such it 
reviews the literature roughly pertaining to three quite separate knowledge fields, namely 
Team Science (Chapter 1), Research Assessment (Chapter 2) and Gender Research (Chapter 
3). Since each of these areas is huge in terms of publications and thematic subdivisions, the 
challenge to articulate their potential overlaps is not an easy task, let alone complete. 
Overall, we have proceeded to review first the literature on the main factors that affect team 
performance, followed by the different ways that research is currently assessed and 
evaluated. The third chapter then aims to flesh out the gender dimensions of team science 
and research assessment in order to arrive at an understanding how gender diversity 
specifically affects team performance. The fourth chapter finally spells out the 
methodological implications for our case study research, the development of the Gender-
Diversity-Index and the survey. 

In a nutshell, gender diversity influences team performance along two dimensions. First, in a 
negative sense, gender bias can prevent research groups from utilizing the available expertise
in their teams. Status differentials as well as formal power relations, homophily or sexual 
harassment among group members all potentially undermine optimal sharing of information.
Second, gender diversity can also improve group performance by fostering conversational 
turn-taking and facilitating a favorable team climate. Some research has shown that a more 
balanced participation of all team members improves team performance. In addition, gender
equality and diversity policies facilitate a more inclusive environment which also can 
strengthen individual capacity, motivation and hence performance.  As this basic setting 
already suggests, we do not expect a simple, straightforward relation between the 
proportion of women and men in teams and their performance. Rather on the contrary: as 
the literature review on team science demonstrates, there are many more variables besides 
gender diversity that complexify our understanding of how research performance can be 
twisted and tuned. Thus, one of the main challenges of the conceptual framework consists of
providing a plausible and encompassing configuration of variables that affect research 
performance without loosing sight of the effects of gender diversity among all these factors. 

This immediately conjures up another challenge: research on teams itself is constantly 
evolving. For example, there is a wealth of publications regarding the effect of personality 
traits, motivational factors, the role of conflict, the importance of emotions, trust and 
psychological safety for the internal workings of teams. Equally, the impact of collaboration 
networks, team boundary spanning or the role of leadership have been very productive areas
of research for decades. However, there is no reason to assume that this list is complete. 
Unresolved issues due to theoretical but also methodological constraints concern for 
example the role of time in team processes. Departing from a more or less static 
understanding of teams, researchers increasingly advocate a more dynamic, “organizing” 
perspective that is sensitive to the “differential team needs over time or across situations, 
differential team member capabilities to deal with team situations and therefore fluid set of 
power, status, interdependencies”1. And of course, gender studies as well as research 

1 Humphrey SE and Aime F (2014) Team Microdynamics: Toward an Organizing Approach to Teamwork. The 
Academy of Management Annals, Routledge 8(1): 443–503.
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assessment are just as dynamic and evolving fields as the research on teams. How 
“performance” is measures beyond and with publication counts, citation impacts is a hotly 
debated question, last but not least from feminist perspectives questioning the “metric tide” 
of the neo-liberal university.  Hence, the question arises which contribution can GEDII 
possible make to these research fields, let alone all three? 

The primary aim of GEDII is not to go deeper into any of these fields and contribute to any of 
these single topics. The objective cannot be to add substantially to the literature on trust, 
leadership or any of these existing research programs. Rather, the objective is to systematize 
the already existing evidence regarding the potential impact of gender diversity on team 
performance and integrate the available insights from gender studies, team science, and 
research assessment into a coherent, new methodology. GEDII aims, in short, to provide the 
means for downstream research to address the relation between gender diversity and 
research performance more reliably. 

By synthesizing the available evidence regarding the impact of gender diversity on teams and
molding it into specific research instruments, we aim to go beyond the prevailing 
conceptualization of gender diversity as counting women and men in research teams. The 
aims is precisely to provide a more complex but nevertheless fairly easy to use instrument 
that operationalizes in a more holistic manner the crucial dimensions of gender diversity in 
the context of research teams. 

The conceptual framework feeds informs the work of subsequent workpackages. On the one 
hand it informs the design and execution of the Case Studies in workpackage 2. As chapter 
four will document in more detail, the case studies aim for a methodological contribution 
regarding a more dynamic understanding of teams. Sociometric badges can provide micro-
second details of team interaction and non-verbal language among co-workers that bring 
without our reach the type of data necessary to observe teams as a dynamic system. It is 
exciting to explore these methodological advancements from the start incorporating a 
gender perspective. 

On the other hand, the conceptual framework also feeds into the development of the 
Gender-Diversity-Index in WP3. The Index is conceived as a research instrument to measure 
the available gender diversity within research teams in a more sophisticated manner than 
simply determining the proportion of women. After having been deployed and tested in 
WP4, it should provide other researchers with the necessary knowledge and instrumental 
tools to integrate the gender diversity dimension into their research on teams. 
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1. Team science
An increasing amount of work in science, research and development happens collaboratively.
Knowledge production in science has left behind the single author in favor of collaborative 
networks of co-authors – if we follow the general consensus that joint publications are a valid
approximation of collaborative efforts  (Katz & Martin, 1997; Wagner & Leydesdorff, 2005; 
Wuchty, Jones, & Uzzi, 2007). Collaboration is both an advantage and a necessity. 
Collaboration is first a necessity because scientific knowledge is ever expanding via sub-
divisions and specialized knowledge fields while important societal and global challenges 
require the re-integration of expertise across disciplinary boundaries. Team-science in its US-
flavor stresses particularly large scale collaborations  involving 50 to 200 investigators where 
unidisciplinary approaches are overcome in favor of interdisciplinary work and 
transdisciplinary integration necessary for tackling complex challenges  (Stokols, Hall, Taylor, 
& Moser, 2008).1  Second, collaboration is seen as an advantage, because the locus of 
innovation has moved beyond individual persons or organizations towards the respective 
networks they are embedded in. Independent of disciplinary boundaries, networks between 
people, teams, organizations or even nations contain diversity that yields innovative results 
via recombinatory efforts of its elements (Savino, Messeni Petruzzelli, & Albino, 2015). In the 
case of science, “recombination” can happen in the form of collaborative efforts between 
scholars that have been shown to affect quantity and quality of outcomes (Figg et al., 2006; 
Lee & Bozeman, 2005; Rigby & Edler, 2005). There is evidence that high research 
performance – in terms of high publication outputs – is positively associated with high levels 
of collaborations (Katz & Martin, 1997). Besides specialization and performance issues, 
resource sharing, new enabling technologies or new public policies have also been identified 
as the driving factors behind the “collaboration imperative” (Bozeman & Boardman, 2014).

Although collaboration can happen between single scientists across research organizations, 
“teams” provide an important intermediate organizational unit that resides in-between the 
individual and organizational level. Teams provide the structural unit through which many 
joint efforts happen, offering as such a rich analytic perspective upon a central unit of 
knowledge production in contemporary science. 

1.1. What is a “team”? 
As a minimal working definition, a team is conceived as a set of interdependent individuals 
that have a shared goal (Guzzo & Dickson, 1996; Sundstrom, de Meuse, & Futrell, 1990). That
is to say that team members have more or less differentiated roles and rely on the 
contribution of other team members for accomplishing a common mission. Teams come in 
all types and shapes: their size, boundaries and life-span is flexible, ranging from relatively 
loose, ad-hoc humanitarian aid teams to more stable teams in routinized and complex work 
processes such as pilots or nurses. Basic taxonomies of team types draw a distinction 
between “action” oriented teams such as sports, assembly line or military combat teams 

1 For the purpose of the current text, team-science however refers not just to this more recent US approach 
to but research on teams in general with important traditions in the management literature, the social 
psychological research on small groups and organization studies among many others. 
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which integrate physical joint action versus “decision” making teams that integrate primarily 
knowledge and information such as management teams (Sundstrom et al., 1990). However, 
there exists a “perplexing overabundance of conflicting taxonomies for classifying teams in 
discrete and categorical ways” (Lee, Koopman, Hollenbeck, Wang, & Lanaj, 2015, p. 5). The 
distinction between “action oriented” vs. “decision oriented” teams is just one among many 
other taxonomies used in research. Hollenbeck, Beersma, & Schouten (2012) in fact review 
as many as 42 different classifications, highlighting the difficulties this implies in terms of 
building a cumulative knowledge base since idiosyncratic definitions prevent the aggregation 
of insights across studies. In order to remedy this situation, the authors extract three basic 
descriptive dimensions that underlie most of the reviewed classification systems and that 
situate teams in a continuous three dimensional space according to their (1) skill 
differentiation, (2) authority differentiation, and (3) temporal stability (ibid.). As we will see, 
although some characteristics of research teams and their processes can be sufficiently 
captured with these dimensions, they need to be complemented in some other aspects, 
outlined in the following paragraphs. 

Looking at science and research teams more specifically, one can observe certain distinct 
features.  First, research teams tend to operate under high task complexity and high degree 
of uncertainty. Considering the nature of the task involved is especially important for 
assessing the benefits of diversity for scientific teams. 

“That is, group performance should benefit primarily from diversity on complex 
and nonroutine information-processing and decision-making tasks where 
performance is primarily defined in terms of the quality of the group’s product, 
such as those facing research and development teams.”  (van Knippenberg et al 
2004, p. 1012)

Where problems are by definition ill-defined, the search for solutions is an open, non-
deterministic process that benefits from multiplicity of perspectives, approaches and ideas. 
Diversity in whatever form and shape is indeed a much sought after resource in the case of 
scientific- or innovation work. It is under these circumstances of high task complexity that 
the potential benefits of (gender) diversity can become apparent  (Bowers, Pharmer, & Salas, 
2000; Jehn, Northcraft, & Neale, 1999). Task complexity evokes in this context the “skill 
differentiation” advocated by Hollenbeck et al. (ibid.) since “skill” is conceived very widely, 
i.e. including any unique perspective that team members bring to the group based upon their
differences in terms of education, experience, culture, or gender. Different views and diverse 
skills can shine when put to work on the resolution of complex tasks, an argument that will 
be further developed in the context of a structural perspective on diverse networks. 
However, it also is true that diversity is not always beneficial to team work: in situations 
where task complexity is low and “successful” performance of a team is dependent upon 
following well established work routines and procedures, diversity undermines rather than 
drives team performance (Joshi & Roh, 2007, 2009).  Having to manage multiple viewpoints 
that question well established work procedures subverts rather than supports the 
accomplishment of routine tasks. In this sense, research teams are expected to score high on 
skill differentiation which is expected to produce a positive effect when working on complex 
tasks. 
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A second distinct characteristics of research teams concerns their relative high level of 
autonomy and self-governance especially in the public sector (Wang & Hicks, 2015). 
Hollenbeck and co-authors capture this crucial dimension of teams with their second 
dimension, namely authority differentiation. Research teams in public organizations usually 
include a team leader who has some level of formal authority over team members but 
otherwise are organized in a relatively flat  hierarchical structure, often using democratic 
decision making among its members. Although less and less true, research was (is) relatively 
protected from the constraints of the market economy, politics or other spheres of society 
(Ball, 2012; Slaughter & Rhoades, 2000). Teams and team members enjoy in principal a high 
autonomy to develop ideas and carry out their research that makes long, hierarchical chain 
of command structures unnecessary.  Herein might lie an important distinguishing factor to 
research teams in the private sector where the vertical hierarchy can be more pronounced. 
At the same time, however, relations of authority and power are not just characteristic of 
research teams but also important from a gender perspective. As the following paragraphs 
and chapters will show, differences in access to power between women and men introduces 
an important bias what information gets shared in teams that has consequences for team 
performance. 

A third important dimension of teams concerns their temporal stability. Especially in research
teams new members such as Phd students or visiting scholars are continuously entering or 
leaving. The relative stability of group membership is important because it correlates with 
central conditioning factors of team performance such as team identification, the 
development of a shared vision, norms and motivation (Meeussen & van Dijk, 2015). 
Temporal stability of course gives also important insights regarding the influx of new ideas as 
when new members join the group or the availability or loss of knowledge and expertise 
when members leave it. 

Although these three dimensions capture important features of research teams and teams 
more broadly, it does not address the issue of team membership itself. Where and when to 
draw the line between team members and nonmembers is neither an easy nor a trivial 
question especially in relation to assessing team performance! Depending on the formal 
criteria of team membership used, one achieves smaller or larger networks of people with 
possibly drastic consequences for resulting performance scores. What more, the 
preoccupation with team boundaries actually runs much deeper. As Mortensen 
(2012) argues, research on teams has lost to a large degree touch with the fluid and changing
boundaries of real world teams that seldom correspond to the neat, clearly defined and 
stable work groups that most theories presuppose.  Team boundaries might be changing 
with members arriving or leaving, they might be overlapping with team members working in 
multiple teams simultaneously, or team boundaries even might be disagreed upon,  when 
team members do not coincide whom to count in- or out. 

As Mortensen recognizes, taking these shifting boundaries into account in empirical research 
can be quite challenging and costly (ibid.). In addressing this issue it is helpful to consider one
of the principal objective of GEDII, namely to better understand the impact of (gender) 
diversity on research performance. As the literature review suggests, one can distinguish 
between two sources of diversity that affect team performance: team internal diversity and 
diversity inherent in the network of external collaborations. However, this simply suggests to 
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define team membership along similar lines, namely to distinguish between work carried out
among members of the core team that are embedded in the same organization vs. more 
informal and fluid collaborations beyond the organizational boundary of the team. No matter
if the team operates within a private company or a public research institute, the wider 
organizational context provides a more binding context to team members than simple 
collaborations. In contrast to external collaborations, team membership does not simply 
depend upon a common interest but some form of organizational anchorage, such as labor 
contracts, shared funding and hence responsibilities, or formal recognition by authorities of 
team activity. Research collaborations, insofar they are distinct from the collaboration within 
teams, are usually less formalized, depending rather on the voluntary exchange between the 
involved parties. In other words, persons form part of a specific team if they have some form 
of organizational binding such as labor contract, Phd stipend, fellowship. As a consequence 
of this clear membership criteria, external, less formal and more voluntary and flexible forms 
of “collaboration” activities are clearly defined as well: everybody that does not have an 
organizational anchor in a team. Thus, a more precise definition of teams that integrates an 
organizational perspective emerges. A team comprises:  

“(a) two or more individuals who (b) socially interact (face-to-face or, 
increasingly virtually) (c) possess one or more common goals; (d) are brought 
together to perform organizationally relevant tasks; (e) exhibit 
interdependencies with respect to workflow, goals, and outcomes; (f) have 
different roles and responsibilities; and (g) are together embedded in an 
encompassing organizational system, with boundaries and linkages to the 
broader system context and task environment” (Kozlowski & Ilgen, 2006)

This emphasis on the organizational binding of team membership makes especially sense in 
the context of the present project out of two reasons: first, in order to capture “invisible” 
contributions of group members not listed as author of publications and second, to take into 
account the effect of organizational gender equality and diversity policies  on team work. 

First, an organizational team membership criteria allows us to go beyond the bias of many 
bibliometric studies that define membership through co-authorship. As  Katz & Martin (1997,
p. 3) suggest, “bibliometric analysis of multiple-author papers can only be used as partial 
indicator of collaborative activity”. A recent study by Conti & Liu (2015) confirms this point by
showing that inferring scientific output from publications author list leads to severe bias. In 
their analysis of the personnel composition of the MIT Biology Department over the period 
from 1966-2000 they show that experience and external funding are critical determinants of 
labs productivity. Focusing on high-profile / breakthrough publications, several interesting 
results emerge that emphasize the contribution of technicians and graduate students: 

“First, graduate students, who make only nominal contributes  to overall 
contribution counts, contribute as much to breakthroughs as postdocs with 
external funding. Second, postdocs without fellowships have no observable 
impact on breakthrough publications. In a final intriguing finding, technicians are
instrumental to high-profile publications, but have no observable impact on 
lower impact publication output” (Conti & Liu, 2015)
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“Invisible” persons working in the lab may be key for production high impact publications, 
although not listed. Unfortunately, the paper does not examine the sex distribution of the 
staff nor possible differences in scientific output.2 However, it makes the important point that
staff categories and even “invisible” workers in the laboratory are important determinants of 
scientific production that have to be taken into account – especially from a gender 
perspective which is sensitive to the vertical gender segregation across staff categories! By 
defining team membership through an organizational criteria, we will be able to capture 
these important but often invisible contributions to scientific work. 

The second reason to base team membership on an organizational criteria side by side with 
wider and informal collaborations has to do with the importance of the organizational 
context for team work. Team membership binds actors together in a more formal way where 
team members are “stuck” with each other, their superiors or the institution – which might 
imply quite divergent emotional investments, political- and power struggles and social 
dynamics than engaging in more informal collaborations. Actors are bound together by the 
organizational context whereby this context at the same time can become an important 
driving factor for shaping team work itself. Gender equality- and diversity policies constitute 
key elements for recognizing and valuing the contributions of any type of minority within an 
organization. These policies thus influence team work and provide an additional layer to the 
social dynamics and interactions that happen among team members but not necessarily 
wider research collaborations. Overall, we conceive of “teams” as a form of research 
collaboration that constitutes an intermediate level where organizational factors mold 
research collaborations between individuals. 

In a final step it also has to be noted, that using an organizational criteria for team 
membership is compatible with the current shifting forms of collaborative work where co-
workers do not necessarily share the same physical location. Although it seems plausible to 
assume that external, informal and more sporadic collaborations happen more through 
electronic communication than exchanges among core team members in face-to-face 
situations, this is not necessarily a good indicator to distinguish “virtual” from “real” teams. 
As Foster et al. (2015) argue, electronic communication is used in teams whose members 
might be working door by door or in the same lab. A more promising – in fact a fourth 
dimensions to Hollenbecks (see above) proposal on  (1) skill differentiation, (2) authority 
differentiation and (3) temporal stability  - is (4) “virtuality”, now simply measuring the 
physical or geographic distance between team members at work. The “virtual” dimension 
emphasizes the importance of the organizational context in the sense that even though team
members are located across regions and even countries, it is the same organizational 
environment within which their cooperation with others develops. In other words, team 
membership does not depend upon co-location but physical distance nevertheless is an 
important characteristic to bear in mind when describing teams. 

2 Unfortunately, no analysis was done regarding sex composition of the laboratory, as confirmed by email 
exchange with Annamaria Conti, first author of the article. 
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1.2. Conceptualizing the “diversity – performance” link 
Scientists themselves see collaboration as an essential ingredient of their success (Leahey & 
Cain, 2013). Research on diversity in work groups has produced over the years a wealth of 
explanatory factors that detail why collaboration and team work excels – or not. Very 
schematically, the available accounts have focused either on the different structural 
configurations of diversity and their impact on performance or the social psychological 
factors that condition the processing of diverse resources within work groups.  

In part, these explanatory accounts have gathered momentum by the insight that any 
straightforward explorations regarding “direct diversity-performance relationships seems to 
have been laid to rest” (Haas, 2010). We no longer expect a simple linear relationship 
between certain diversity measures and performance indicators but conceive it as a more 
complex relationship where a variety of contextual and moderating variable intervene 
(Richard & Miller, 2013). For example while the meta-analysis conducted by Stewart 
(2006) or Webber & Donahue (2001) neither could detect a relationship between work group
diversity and “performance”, Hülsheger et al. (2009) demonstrate a moderate effect of 
functional diversity on “innovation”. Likewise, while some studies  (Catalyst, 2010; Erhardt, 
Werbel, & Shrader, 2003; McKinsey & Company, 2007; Shrader, Blackburn, & Iles, 
1997) found a significant positive effect between diversity and firm level performance, 
several meta-analytic studies coincide that there is no or only a very moderate effect while 
highlighting in general the inconsistency of the results (Certo, Lester, Dalton, & Dalton, 2006; 
Homberg, 2010; Pletzer, Nikolova, Kedzior, & Voelpel, 2015). A similar situation holds for R&D
teams: although it has been argued that gender-heterogeneous working groups produce 
higher quality science (Campbell, Mehtani, Dozier, & Rinehart, 2013) and have a higher 
innovation potential (Østergaard, Timmermans, & Kristinsson, 2011; The Lehman Brothers 
Centre for Women in Business, 2007), these findings are not consistent (Bowers et al., 2000; 
Mannix & Sauer, 2006; Shore et al., 2009; van Knippenberg & Schippers, 2007; Webber & 
Donahue, 2001; Williams & O’Reilly, 1998), resulting in a need to develop more sophisticated
and systematic accounts that explain the elements and processes by which diversity can be 
harnessed in teams. 

The basic dialectic that unfolds the “diversity – performance” relation oscillates between the 
perspective of social categorization (detectable attributes such as age, sex and racio-
ethnicity) vs. informational/functional diversity (personality, knowledge, values) perspectives 
(van Knippenberg & Schippers, 2007). Whereas the latter perspective emphasizes diversity of
surface (age, sex, ethnicity) and functional (tenure, educational background, expertise) 
attributes increases performance, the former social categorization perspective contends that 
diversity increases the cost of group management due to the insider/outside dynamics of 
social groups (Tajfel, 1978). Put bluntly, diverse groups might hamper performance due to 
increased costs of coordination and negotiation between highly different members, while 
heterogeneous groups outperform their more homogeneous counterparts due to the more 
varied resources and better quality decision making available (see van Knippenberg & 
Schippers 2007). 

Contextualizing these contrasting viewpoints on the potential benefits and drawbacks of 
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diversity with the wider debate on social capital, one can unfold a more systematic and 
integrative conceptual framework that combines the examination of a) a structural 
perspective on diversity with an exploration of b) its social psychological and c) cognitive 
dimensions (Nahapiet & Ghoshal, 1998). That is to say that the antagonistic viewpoints on 
the merits and problems of heterogeneous and homogeneous  groups actually can be 
reformulated in a more network analytic terms that emphasizes the importance of both 
“bonding” and “bridging” social capital (Reagans & Zuckerman, 2001).  In order for research 
teams to perform “well”, they have to dispose of access to diverse resources (previously 
discussed as advantage of heterogeneous groups) and be able to integrate and process those
resources (previously discussed as advantage of more homogeneous groups) within the 
existing confinements of their team and organization.  

1.3. Structural Perspectives on Diversity 
The following section summarizes research on the structural effects of diversity on research 
performance.  The performance of a team is conceived as a structural / topological feature of
the network it forms. Topological features of network have consequences in terms of 
conditioning access to resources, knowledge, funding or the speed of information 
dissemination (Cummings, Kiesler, Bosagh Zadeh, & Balakrishnan, 2013; Cummings, 2004). 
What constitutes innovative and high performing teams depends upon the position of 
individual actors (be that individual scientists or teams) within certain networks. Actor 
centrality, density of links, or nodes bridging otherwise disconnected clusters have provided 
valuable insights how these network parameters condition “innovation capacity”, “creativity”,
“research quality” among others (Zheng, 2008). Jones et al.  note for example, that the 
production of high-impact papers is increasingly dependent upon forming part of a cluster of 
elite universities, implying a growing stratification of our knowledge production (Jones, 
Wuchty, & Uzzi, 2008).  The literature on the structural dimension of social capital 
complements here the social psychology approaches (see next section). Although the latter 
has identified the influence of team size and composition as important variable that affect 
the performance of teams (Hülsheger et al., 2009), it does seldom contemplate explicitly 
how the position between actors within a network affects performance measures. 

The added value of the network perspective can easily be appreciated by considering the 
early works on the relationship between ego-centered networks and career advancements 
(Brass, 1985; Lin, Vaughn, & Ensel, 1981). In his groundbreaking work Granovetter argued for 
the “strength of weak ties”, showing that white-collar workers who dispose of weak social 
relationships can access very valued, unique information outside of their closed peer groups 
helping them to find better jobs faster (Granovetter, 1973). Similar, Burt (2005) argued that 
employees that bridge “structural holes” in their organization, i.e. that connect otherwise 
disconnected sub-groups, access information faster and exercise control through their 
brokerage relation between disconnected parties. Over time, benefits accrue from these 
structural positions as “managers” in this particular case performed “better” in terms of 
receiving higher personal- and team-level evaluations. Consistent empirical results point to 
the fact that “[s]enior managers with networks richer in structural holes are more likely to 
get promoted early, receive more positive job evaluations, and take home higher 
compensation” (Burt, 1998, p. 12). Subsequent studies have refined these approaches by 
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arguing for the importance of considering contextual factors such as the content of the 
network ties (Podolny & Baron, 1997; Scheidegger, 2010). However, independent of these 
methodological advancements, these early studies already alerted to the important gender 
differences within networks due to “homophily” on the one hand and differential constraints 
between women and men to convert network position into advantages on the other.

1.3.1.  Network Size (Ego, Team)

From a structural perspective, among the most evident variables to explore is the size of the 
network. Depending on the unit of analysis, ego network size can refer to individuals, teams, 
organizations. Overall, the literature on “innovation” has found a positive relation between 
larger networks and innovation.  This makes intuitively sense, since larger networks 
potentially expose actors to more diverse viewpoints and richer information, knowledge, 
skills and ideas. In their meta-analytic reviews on the team science literature, both Stewart 
(2006) and Hülsheger et al. (2009) suggest a positive relation between team size and 
innovation.  

How does the size of a team influence its performance? Several publications suggest that size
and performance relation follows an inverted u-shape: with increasing size of a team, 
diversity assets increase. However, at the same time, larger teams also face higher 
coordination costs especially when diverse viewpoints, cultural backgrounds and experiences
have to be integrated. Research has shown for example that individuals perform worse in 
large teams due to the perceived “relational loss” (Cummings et al., 2013). The extent to 
which individuals perceive that social support is available within the team diminishes the 
larger the group, that is, the higher the probability to maintain superficial social relations. 
Team members are less motivated to overcome differences and identify less with the overall 
team. Psychological safety has been found to moderate this relationship: larger teams with 
higher participant safety are more innovative (Mueller, 2012). In general, the rising costs for 
managing larger teams may run out of balance and ultimately fail to justify the potential 
efficiency gains; it also seems that the cost of these increasing frictions of large teams is likely
to be underestimated  (Peltokorpi & Hasu, 2013). 

The fact that network size and innovation capacity follow an inverted u-shaped relation 
suggests a a “bliss” point between new and repeating members in scientific work (Cheruvelil 
et al., 2014; Whitfield, 2008; Wuchty et al., 2007). As a study in bio-medical research for 
example showed, once the network of co-authors exceeds 93, the research performance 
returns diminish (McFadyen & Cannella, 2004). However, as the meta-analysis by Baer, Evans,
Oldham, & Boasso, (2015)  argues, brokerage, closure and diversity fully mediate the effect of
network size on innovation, since it is not the size of the network per se that matters but 
access to non-redundant information. As the following paragraphs will argue, centrality 
measures and tie strength of social networks throw further light onto these diversity 
configurations that need to be considered.  

1.3.2.  Topology of Diversity

Most literature on social networks and research performance discusses “bonding” and 
“bridging” social capital. “Bonding” refers to the strength of ties indicating the quality of the 
relation between two actors given by the frequency of project collaborations or shared 
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publications. “Bridging” ties indicate how central or peripheral an actors is within a given 
network; it thus concerns the the overall topology of the network. 

Several authors have examined the relationship between centrality measures of scientists 
within their authorship networks and the impact of the produced papers. The more centrally 
connected a given author is, the more productive s/he is and the higher the quality of the 
produced papers  (Abbasi, Altmann, & Hossain, 2011; Abbasi, Chung, & Hossain, 2012; Liao, 
2010). Teams at different labs at the US National High Magnetic Field Laboratory  whose 
members have central structural positions perform better than other teams (Conti & Liu, 
2015, p. 1634). The insight that scholars who are connected to many distinct scholars fare 
better in citation based performance indicators makes intuitively sense because they can 
access more varied, non-redundant information  which furthermore fosters innovative 
results. However, the quality (i.e. higher citation count) depends not only on the diversity of 
ties but also on the strength of the relationships between co-authors: scholars which repeat 
co-authorship (“bonding” ties) have better research performance that those with weak ties, 
i.e. publishing with many different authors. In terms of efficiency, Abbasi et al. suggest that 
strong relationships with one co-author of a cluster of collaborating authors is more 
beneficial than maintaining redundant ties with all members of the co-author network (ibid.).

Similar findings are available regarding the role of centrality vs. peripheral network positions 
and ratings of individual creativity in research teams (Perry-Smith, 2006). Weak ties among 
actors within the research lab facilitated creativity by exposing actors to diverse approaches 
and perspective (Perry-Smith & Shalley, 2003). Strong ties on the other hand were seen as 
constraining creativity by social pressure to conform and “group think”. Interestingly, the 
relationship between centrality and creativity depended on the number ties outside the 
research team: peripheral scientists were more creative to the degree that they accumulated
more external ties whereas outside ties had a less positive impact on more central scientists 
(ibid.). More recently, Perry-Smith  and Shalley argue that team creativity increases when 
teams are composed of members with nationally diverse outside ties (Perry-Smith & Shalley, 
2014). The more team members are exposed to unique perspectives and diverse viewpoints, 
the more flexible their cognitive schemas will be, enhancing their capacity to think creatively.

Peter Gloor and colleagues (Gloor et al., 2011, 2012) have explored more closely network 
measures in relation to trust and its impact on creativity in teams. As their research shows, 
higher in-between centrality measures of face-to-face interactions is positively related with 
higher levels of trust. Higher levels of trust between team members influence in turn the 
creativity of the group.  

These findings evoke similar results on the importance of “brokerage” and “bonding” ties for 
publication performance by Badar, Hite, & Ashraf (2015), who suggest that especially 
younger scholars benefit more from loose ties than established professors. That is to say, that
peripheral actors benefit more from more varied and non-redundant ties than more central 
actors, whose research performance is more consolidated in tenure and expertise. 

Other studies have equally emphasized the importance of combining both “bridging” and 
“bonding” social capital for research and innovation performance (Newell, Tansley, & Huang, 
2004; Rost, 2011; Scheidegger, 2010; Stark, 2009). 
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“[…] we suggest that in understanding the relationship between social capital 
and knowledge integration within a project team, it is necessary to distinguish 
between two forms of social capital – external bridging social capital and 
internal bonding social capital.” (Stvilia et al., 2011)

Rost argues that weak network architectures without strong ties have little value. Her results 
suggest that “[…] actors invested in strong ties and embedded in weak network architectures 
come up with the most innovative solutions” because they are able to recognize and realize 
the value of the accessed knowledge (ibid., p.601). Her research combines previous accounts
favoring on the one hand either the closure of networks which makes actors willing to share 
tacit knowledge (Rost, 2011) or concentrating on the availability of assets in sparse networks 
with many structural holes (Coleman, 1988).  

Similar, de Montjoye and colleagues (2014) echo the findings of Rost (ibid.) when they 
sustain that the problem solving abilities of student teams depend primarily on the strongest 
ties for both team internal ties as well as external ones. Within-team networks allow for 
collaboration, mutual engagement and knowing each other well. External ties are relevant 
for accessing key information and receive valuable feedback. The ability of a given team to 
perform well needs to be conceived in relation to their team-internal and team external ties. 
However, in both cases, only the strongest ties count: “The strongest ties in both the 
expressive and instrumental ties networks explain more of the variance than any of the team
competencies considered: the mean or maximum of either the self-evaluated competencies, 
measured competencies, or personality” (ibid., p.3).  Instead of weak ties, teams need strong
ties within their team and beyond their unit. 

As Singh et al. (2015) furthermore observes, the type of knowledge needs to be considered 
for understanding better the role of “bridging” and “bonding” ties in networks. Collaboration
can enhance innovative performance by providing two kinds of knowledge: new knowledge 
on the one hand, and combinatory knowledge on the other. Whereas “new knowledge” is 
codified and explicit and as such easily shareable in the form of books, articles, references, or
manuals, “combinatory knowledge” is tacit knowledge, i.e. expertise held implicitly by actors 
that facilitates the recombination and reconfiguration of the “facts” available. Now, as Singh 
et al. argue in their study of inventors, direct contacts are more important for “bonding” and 
hence mutual learning of hard to share “combinatory knowledge” whereas heterogeneity of 
contacts has a much higher impact on innovation through indirect “bridging” ties (ibid.). 

On the firm-level, the work of David Stark argues for the combination of “bridging” and 
“bonding” perspectives into the new concept of “structural folding”  (Stark, 2009; Vaan, 
Vedres, & Stark, 2015; Vedres & Stark, 2010). Structural folds break with the predominant 
dialectic of brokerage vs. closure in networks by emphasizing the intersection of cohesive 
groups and closeness of multiple insiders.  Actors at the structural fold are insiders to more 
than one community. They might span wide networks but as such they are at the same time 
trusted insiders to these distant sub-groups. It is the quality of the social relation that makes 
all the difference. Structural folds furthermore break with the transmission model of 
networks in that they emphasize that innovation is not simply the result of accessing and 
recombining distributed network resources but actually require active “generation”. Most 
innovations and breakthroughs do not originate from a sudden “eureka” moment of the 
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individual genius; mostly they are the result of a conscious, purposeful, and preservative 
search for opportunities of improvement (Stark, 2009; Vaan, Vedres, & Stark, 2015; Vedres & 
Stark, 2010) Structural folds contend that innovation is not simply sitting out there waiting to 
be discovered but needs active exploration, shaping, constructing. For this active process of 
“generating” innovation, both trusted relations are as necessary as having non-redundant 
ideas. As Stark has shown, analyzing actors that form structural folds in Hungarian companies
or video games production teams allows to discern high performing and most critically 
acclaimed products. 

Overall, as the meta-analysis of Baer, Evans, Oldham, & Boasso (2015) shows, network size 
and  network strength exhibit a positive, significant relation with innovation (on the 
individual level) as do brokerage across structural holes and network diversity. Strong ties 
seem to outweigh their potential negative effects in terms of network closure – reduced 
access to heterogeneous information and knowledge – especially when the implementation 
of innovative ideas is required: “[…] two basic features of social networks – the number and 
average strength of ties – operate through the positional and structural features of brokerage
and closure as well as through diversity to impact innovation” (ibid., p.26). This echoes 
findings by Rost (ibid.) and de Montjoye (ibid.) who emphasize the importance of strong ties. 

1.3.3.  Boundary Spanning 

Work by Ancona & Bresman (2007) and more recently Marrone and collaborators (Marrone, 
Tesluk, & Carson, 2007; Marrone, 2010) have focused on “boundary spanning” of teams.  
Rather than using the language of network metrics and concepts, Ancona & Caldwell 
(1992) distinguished different types of interaction with entities outside the focal team and 
how these affected team's performance. This literature proposes a certain typology of 
actions distinguishing between (1) representational functions, (2) coordination of task 
performance, and (3) general information search. Apart from the already discussed access to 
external information as an important source of innovation, what this literature advocates is a 
relational view of team performance in the context of its environment. Boundary spanning 
activities are as important for team performance as its internal activities because team 
outcomes need to be aligned to team external necessities. Seldom do teams work in 
isolation; rather they form part of a development and production chain where their outputs 
become the input for other teams. Hence, the “performance” of the team depends upon the 
adequate coordination with external units, including feedback and  representation of 
necessities. As Ancona & Caldwell (ibid). demonstrate, well performing teams are capable of 
engaging in the right mix of information seeking, coordination and representational activities.

With regard to the representational- and coordination activities, team boundary spanning of 
research teams emphasis the importance of “science with and for society”, i.e. the issue how 
performance is assessed (see chapter 2). Excellence of scientific output in this sense should 
not just reflect citation impact of publications for example but also take into account other, 
societal impact indicators such as “end-user esteem” which implies boundary spanning 
activities not just as collaboration with other researchers but alignment of research activities 
with the wider society and its needs. 
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1.4. The Social Psychology of Work Group Diversity 
The literature on work group diversity and small group research in general opens a second 
important analytic perspective on team performance. Instead of deducing from the 
distribution of certain “diversity” attributes the performance of the individual node, group or
network, this second strand focuses more specifically on the psychological, cognitive and 
social processes involved. How are group processes rooted in social interaction between a 
variety of individuals? Which personality traits and which social phenomena seem to foster 
team processes and help a given group perform better? Team processes and ultimately team 
outcomes are sustained by an interactive system linking social, psychological and cognitive 
processes (Salazar et al., 2012). Whereas early research has focused on the cognitive aspects 
of team work such as constructing shared mental models or elaborating task relevant 
information, more recent research has also highlighted the role of affective states as a basis 
for higher social constructs. 

1.4.1.  Information elaboration – perspective taking – dialogue 

Congruent with the preceding paragraphs on structural folding and the importance of “idea” 
generation, studies on work groups have suggested that the availability of diverse 
perspectives alone is not sufficient to improve performance. Heterogeneous groups may 
outperform more homogeneous ones due to a larger pool of task relevant information 
available to them. However, beyond the mere existence of a wider social network that 
provides access to more varied information, the important point is to consider how available 
resources are unlocked and deployed within the group.  The Categorization-Elaboration 
Model (CEM) proposed by van Knippenberg and collaborators (van Knippenberg, De Dreu, & 
Homan, 2004) emphasizes that inconsistent findings of past research can be explained in part
by the insufficient attention to group information processing  as the important underlying 
process of team collaboration. According to the model, teams do not simply benefit from the
mere existence of certain diversity attributes but have to actively engage in elaborating  task-
relevant information. Available information needs to be exchanged, discussed and integrated 
in order to make a difference for the task at hand: 

“Arguably, these processes are the key to realizing diversity’s potential, because 
it is not the availability of information per se but the use of this information in 
group task performance that lies at the basis of diverse groups’ potentially 
superior performance.” (van Knippenberg et al 2004, p. 1011) 

The insight into the importance of information elaboration has helped to clarify for example 
the role of conflict in group decision-making. The literature distinguishes between two types 
of conflict: whereas relationship conflict appears to be detrimental to group processes in that
it absorbs time and energy better deployed on the tasks at hand, task conflict has produced 
paradoxical findings (van Knippenberg et al., 2004). Task conflict can facilitate better group 
decision-making by stimulating critical thinking and avoiding premature consensus (de Wit, 
Greer, & Jehn, 2012). However, this is not always the case.  Conflicts between team members
regarding a certain task are not automatically beneficial but have to be resolved and handled 
adequately. Only to the degree that diverging perspectives can be discussed constructively 
and integrated does task conflict enhance group decision-making. Hence, task conflict needs 
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to be resolved by making the divergent views explicit and discuss their alternatives, a process
which van Knippenberg and collaborators precisely conceived as information elaboration.  

A series of authors (Amason, 1996; De Dreu, 2006; Jehn, 1995; Pelled, Eisenhardt, & Xin, 
1999; Yong, Sauer, & Mannix, 2014) have further untangled the information elaboration 
process by analyzing the process of “perspective taking” involved. Perspective taking is 
defined as a cognitive process through which “an observer tries to understand, in a 
nonjudgmental way, the thoughts, motives, and (or feelings) of a target, as well as why they 
think and/or feel the way they do” (S. K. Parker, Atkins, & Axtell, 2008). It is an intentional 
effort that requires effort to distance oneself from one's own perspective and imagine the 
view point of the other. Since all meaningful communication requires to some degree an 
“other” to be addressed and if only silently, “there is almost no aspect of organizational 
functioning that is not potentially improved by better perspective taking” (ibid., p.8). As 
Hoever and co-authors now remark, perspective taking is the underlying process which 
enables first of all the elaboration of task relevant information. 

“Due to its other-focused nature, the cognitive process of perspective taking has 
considerable potential to increase the creativity of diverse teams, as it may not 
only facilitate information exchange (cf. Krauss & Fussell, 1991) but also 
engender a more comprehensive evaluation of the suggested ideas and an 
integration of different perspectives.” (S. K. Parker et al., 2008)

Perspective taking is hence the underlying process by which diverse teams can capitalize on 
their diverse assets because it  fosters the emergence of a dialog between the existing 
viewpoints that ideally converges to a new, integrated solution3. 

Going even further into communication theoretical accounts, perspective taking and 
maintaining an engaging dialogue are intimately tied together, constituting a mutual 
foundation for the emergence of new knowledge in organizations (Hoever, van Knippenberg, 
van Ginkel, & Barkema, 2012, p. 982). By adopting the perspective of the other, i.e. by 
attempting to understand the other in dialogue, we necessarily alter our own understanding. 
This has been forcefully shown in relation to stereotypes and bias where adopting the 
perspective of stigmatized group renders those “Others” more self-similar and hence favors 
the development of more positive and benign attitudes (Tsoukas, 2009). A self-distancing 
movement is inherent in all dialogue conceived as a self-referential process whereby past 
utterances are continually reframed in relation to given responses that indicate how it has 
been understood. Hence,  “[…] self-distanciation occurs through each interlocutor reflexively 
understanding her own utterances, prompted by the utterances of the other” (Galinsky & 
Moskowitz, 2000). As such, dialogue with its inherent turn-taking and reframing helps 
individuals generating alternative hypothesis, explanations and theories. It complexifies 
individual thinking by provoking conceptual reframings, recombinations and extensions 
(ibid.). 

A similar point has been made in relation to the role of intrinsic motivation for creativity. 
Intrinsic motivation has been conceived as a key element for being creative since the desire 
to learn, explore one's interests and follow one's curiosity potentially leads to the discovery 

3 The literature on the cognitive aspects of team work is itself huge and will be tackled in a separate section 
(see Team Cognition page 28)
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of novel ideas. Since creativity has been defined as producing not only “novel” but also ideas 
that are “useful” to someone,  Tsoukas (2009, p. 944) argues that creativity is enhanced by 
“other-focused psychological processes”. If team members are motivated to take the 
perspective of others into account, their ideas are not only novel but also useful, increasing 
thus their “creativity”.  

Furthermore, several authors have developed the importance of the related concept of 
“team reflexivity”  for team performance, team innovation and team effectiveness (Konradt, 
Otte, Schippers, & Steenfatt, 2016; Schippers, Edmondson, & West, 2014; Schippers, West, & 
Dawson, 2012; West, 2000). Team reflexivity combines “team reflection” and “team 
adaption”, suggesting that new insights generated by the team only become productive once 
these insights have been adopted. Team reflection in turn is composed of “information 
seeking” and “information evaluating” activities insisting on the active component of seeking
out new information and processing by analyzing and assessing it. Team reflexivity captures 
the benefits of more self-conscious teams that are able to reflect about their goals, plan 
strategically for them and evaluate and adjust their internal workings accordingly. As 
Schippers and co-authors furthermore suggest, the emergence of shared mental models is 
crucial in this respect (see section Team Cognition page 28).

As the literature suggests, more diverse groups are likely to outperform more homogeneous 
groups under conditions where team members are able to take the perspective of the other, 
that is, engage in productive dialogues that express divergent viewpoints and work towards 
their integration. The research literature has furthermore scrutinized under which social and 
psychological conditions this exchange of perspective and opinions is most likely to flourish. 
As the following section will argue, “trust” between team members constitutes a 
fundamental element.  

1.4.2.  Trust & Psychological Safety

Many accounts of well performing research groups contain references to the importance of 
“trust” among its members as an essential ingredient. As Parker & Hackett show in their 
work on the Resilience Alliance, a high-profile research network in eco-systems ecology, a 
solid level of “interpersonal trust” and “emotional energy” were key during the formulation 
of the breakthrough ideas within the group (J. N. Parker & Hackett, 2012). Reiterating the 
previously mentioned network analytic approaches, “trust” underscores the importance of 
strong/bonding ties for performance. The central role of trust is furthermore not surprising 
since research and innovation activities that strive to produce novel ideas are risky business. 
They have to leave well trodden paths and break with established views that render those 
who argue for it vulnerable. The core ideas towards which most definitions of “trust” 
converge to is precisely a “willingness to be vulnerable” and having “confident expectations”. 

“Trust is a psychological state comprising the intention to accept vulnerability 
based upon positive expectations of the intentions or behavior of another” (J. N. 
Parker & Hackett, 2012). 

To the degree that the production of novel ideas involves taking risks by sharing half-baked 
ideas and even seemingly ridiculous hypothesis, trust is essential in that it precisely affords 
these vulnerabilities between individuals and within groups.  A parallel argument has been 
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made from a conversation analytic perspective, where “relational engagement” is at the 
heart of productive dialogue. In contrast to “calculative engagement” which is sterile and 
reduced to minimal cooperative behavior, during “relational engagement” participants  are 
able to open up to each other by suspending their irreducible social vulnerability and 
uncertainty (Rousseau, Sitkin, Burt, & Camerer, 1998, p. 395). They are able to trust each 
other, harboring favorable expectations regarding the benevolent intentions of the other. 
Under these conditions, individuals are more willing to freely share information among each 
other. As participants in a case study of the notoriously innovative 3M corporation sustain, a 
culture of trust and “psychological safety” was key for allowing employees to take risks and 
make mistakes without which “innovation” work would not be possible (Möllering, 2006; 
Tsoukas, 2009).  

The role of trust for well functioning teams often evokes the closely related concept of 
“psychological safety” which has been defined as “individual perceptions about the 
consequences of interpersonal risks in their work environment. It consists of taken-for-
granted beliefs about how others will respond when one puts oneself on the line, such as by 
asking a question, seeking feedback, reporting a mistake, or proposing a new idea” (Garud, 
Gehman, & Kumaraswamy, 2011). In contrast to “trust”, psychological safety is an explicit 
team level construct, that is, members of the same team usually converge towards a shared 
perception of safety climate within their group.  As such it concerns decisions and tactics 
related to the immediate work environment and time horizon as when employees decide to 
speak up or remain silent regarding certain issues or tasks. Trust on the other hand is a more 
dyadic and long-term concept. 

Since both concepts describe psychological states that involve perceptions of risk or 
vulnerability, the effects on team performance have been described in similar terms. As 
(Edmondson, 2004) argues in her extensive review, research has consistently documented 
that psychological safety matters for workplace effectiveness. It has consistently been shown 
to enable performance particularly when work involves uncertain outcomes and creativity 
such as in R&D teams.  Psychological safety also  enables organizational learning, especially in
hierarchical organizations where people are more likely to offer ideas, ask for help, provide 
feedback if they feel safe. For example,  Edmondson & Lei (2014) showed that trust in 
management facilitates knowledge sharing in the form of documentation since employees 
did not fear to become vulnerable to loose their unique value. As the authors further argue, 
psychological safety also encourages people to speak up (ibid.). Psychological safety is 
thereby a precondition to make diverse viewpoints emerge and enter the debate. 

The positive role of trust for team processes has also been remarked in relation to conflict 
management. Conflict between group members regarding the content of a given task can be 
productive to the degree that it prevents premature consensus and “group think” among 
long standing members of a team. Task conflict resides at the core of the diversity-
performance model in the sense that divergent views and conflicting arguments are 
necessary for the generation of novel ideas. Despite its necessity, it is also a dangerous 
ingredient from the moment task conflict threatens to degenerate into relationship conflict 
that does not enhance cognitive diversity but rather undercuts the social fabric of 
collaboration. As several studies have shown, “trust” is an essential element that prevents 
task conflict from spiraling out of control and lapsing into relationship conflict  (Peterson & 
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Behfar, 2003; Simons & Peterson, 2000). Trust together with conflict mediates the impact of 
team diversity on effectiveness (Peterson & Behfar, 2003; Simons & Peterson, 2000). Similar 
findings are available on the effects of psychological safety, which promotes exploratory and 
exploitative learning, helps to exploit task conflict and increases team performance (Curşeu 
& Schruijer, 2010). 

1.4.3.  Emotion and Group Processes

In recent years, the cognitive bias within the information sharing perspective on diversity has
shifted in favor of the role emotions play as foundation for effective group processes 
(Bradley, Postlethwaite, Klotz, Hamdani, & Brown, 2012; Kostopoulos & Bozionelos, 2011). 
Although it has been shown that team performance is related to effective information 
sharing involving “perspective taking”, “trust / psychological safety” as described, these 
constructs depend in turn on the display and perception of emotions in groups. Nonverbal 
communication through the perception of emotions provides valuable information regarding 
intentions, preferences, and future behavior and thus ease coordination (Bonaccio, OReilly, 
OSullivan, & Chiocchio, 2016). Emotional skills at the team level smooth interpersonal 
communication and cooperation based upon which higher-level constructs such as group 
cohesion and trust (psychological safety) can emerge. 

“By perceiving, empathizing, and then responding appropriately, people 
experience greater satisfaction, more positive emotions, and lower stress.” 
(Boroş & Curşeu, 2013; Curşeu, Pluut, Boroş, & Meslec, 2014; Roberge & van 
Dick, 2010; Stegmann, Roberge, & Dick, 2012). 

Positive emotions have also been shown to promote flexibility in thinking thus facilitating 
problem solving and innovation as well as efficiency and thoroughness in decision making 
(Bender, Walia, Kambhampaty, Nygard, & Nygard, 2012, p. 40). Emotions are also 
fundamental to creative processes in that they enable state of heightened consciousness, 
sharpened attention, and total immersion in the task at hand: “Emotions spark creativity, 
tighten social bonds, and lower barriers to collaboration” (Isen, 2008). Returning to the 
previously mentioned role of trust for team work, affective states play an important role in 
creating, sustaining and ongoing experience of “trust”. The experience of trust is an 
inherently affective phenomena since trust is built in part on expectations that are in part 
emotional (J. N. Parker & Hackett, 2012, p. 24). 

1.4.4.  Empathy & Social Sensitivity

A slightly different strand of the literature emphasizes the importance of “empathy” for 
explaining the potentially positive impact of diversity on group performance (Feyerherm & 
Rice, 2002; Troth, Jordan, Lawrence, & Tse, 2012). “Empathy” is a promising concept for 
capturing the positive relation of “diversity” with “performance” because it integrates an 
affective and a cognitive dimension. On a basic level, empathy is a psychological process 
through which people come to understand and identify with another persons' situation, 
perspective or feelings. This “putting oneself into the shoes of others” involves a cognitive 
dimension as when an individual tries to adopt the perspective of the other person. But it 
also involves an emotional side: in its basic form, affective empathy is a fast, stimulus-driven 
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response that aligns motor behavior of observer and observed. Through this activation of 
shared motor representations, individuals can understand each other's emotions. As 
previously argued, it is above all this non-conscious, affective empathy where women 
outperform men.  

As a result of the multi-layered nature of “empathy”, it combines two important dimensions 
for making diversity beneficial to group processes. First, cognitive empathy clearly reaffirms 
the importance of “perspective taking” for information elaboration. By adopting the 
perspective of the other, group members set the basis for integrating the available diversity 
of views and come up with potentially innovative solutions to a given task at hand. Second, 
affective empathy helps people to relate to each other, reducing stereotypes and potentially 
discriminatory behaviors. Affective empathy is about “feeling for” someone which has direct 
effects on pro-social behavior (Roberge & van Dick, 2010; Roberge, 2013; Stegmann et al., 
2012). To the degree that one's emotional state is a fundamental dimension of one's psyche, 
understanding how others feel in a group is a cornerstone of its shared social reality. Being 
emotionally understood provides the basis upon which higher order constructs such as trust 
can be built upon. 

Research indeed has scrutinized some of the positive impact of “empathy” on group 
processes. Importantly, the ability to take the perspective of the other and to “feel for” the 
other reduces stereotypes. Empathy overcomes self-other distinctions and helps to improve 
the attitude towards the stigmatize group (Roberge, 2013). In that, empathy can directly 
improve group collaboration by balancing the negative inside/outsider dynamics of social 
categorization processes (Tajfel, 1982). As Stegmann et al., (2012) summarize, empathy not 
only can reduce stereotypes and prejudice but also help work groups to prevent and handle 
conflict. It also increases the likelihood of self-disclosure and hence the likelihood to share 
new information within the group (ibid.). As the authors furthermore argue, empathy 
towards specific social groups “can positively influence their attitudes on organizational 
policies and programs aimed at reducing discrimination” (ibid., p.27). 

The research on collective intelligence provides evidence on the importance of empathy, 
here discussed under the label of “social sensitivity”. As Anita Woolley and collaborates 
describe, the collective intelligence factor “c” of a group correlates with (a) the individual 
intelligence factor “g” of each member of the group (but only moderately), (b) the average 
Theory of Mind (ToM)4 score of group members, (c) negatively with the average speaking 
turns by group members, and (c) the proportion of females in groups. What predicts the 
collective intelligence of the group is not so much the sum of individual intelligence factors 
but the average social perceptiveness  of its group members (Woolley, Aggarwal, & Malone, 
2015; Woolley, Chabris, Pentland, Hashmi, & Malone, 2010). Social sensitivity or “social 
perceptiveness” is measured by how well individuals score on the “Reading the Mind in the 
Eyes” test (Baron-Cohen, Wheelwright, Hill, Raste, & Plumb, 2001). The test measures 
individuals' ability to attribute mental states such as goals and beliefs, intentions, desires to 
others as different from one's own mental states. Originally developed in the context of 
research on autism, this Theory of Mind (often abbreviated as ToM or mentalizing) describes 

4 Theory of Mind is viewed by some as a subset of broader array of skills and abilities associated with the 
more general concept of emotional intelligence. Theory of Mind is sometimes used as shorthand for the 
ability to attribute mental states to oneself or another person. 

24



one's ability to reason about the mental states of others. It therefore is closely related to the 
cognitive dimension of empathy. Although ToM relies on different neural circuity than 
affective empathy, “social sensitivity”, “ToM” and “empathy” define varying angles on a 
similar phenomena, namely the importance of the ability of group members to recognize 
other's nonverbal emotional expressions and mental states (Woolley, Aggarwal, & Malone, 
2015). What this research on social sensitivity (Woolley et al., 2015) as well as emotional 
intelligence (Bender et al., 2012) shows, is the fact that this other directed skills are at the 
foundation of group processes and their effectiveness. In a more recent publication, Engel & 
Woolley et al. indicate that ToM and collective intelligence is not necessarily restricted to 
face-to-face situations: “...teams comprised of members with a broader range of ability for 
perceiving subtle interpersonal cues will be better-equipped to develop higher levels of 
collective intelligence, especially in less rich, online chat-based environments” (Engel, 
Woolley, Jing, Chabris, & Malone, 2014, p. 12/16). 

How important social sensitivity is for group processes has been shown by Woolley et al. 
(2010) but also by Hong & Page (2004) who argue that groups of diverse problem solvers 
outperform groups of highly intelligent ones. 

1.4.5.  Power, status, hierarchy

An important stream of literature has explored how formal and informal hierarchies in work 
teams affects performance. Hierarchical relations in the form of formal positions within a 
company or informal status relations are pervasive (Mannix & Sauer, 2006). As laboratory 
experiments have shown, hierarchy emerges very quickly and is relatively stable even among 
groups of strangers (Berger, Cohen, & Zelditch, 1972). Hierarchical relations can have both 
positive effects on team performance in that they help coordinate tasks and responsibilities 
and negative ones, in that tree-like command structures are relatively inflexible and can 
impede the sharing of information (Bunderson, Van der Vegt, Cantimur, & Rink, 2015). There 
is evidence that high-power teams perform worse than low-power teams due to competition
between members around power (Elfenbein, Polzer, & Ambady, 2007). Congruent with this 
finding, others have argued that the stability of the group hierarchy effects positively conflict 
management. Relatively stable hierarchies allow individuals to focus on the task at hand 
instead of spending energy on detrimental relationship conflict (Greer, Caruso, & Jehn, 2011).
A relatively recent study  Corinne Bendersky & Hays (2012) adds to this literature by showing 
that status hierarchies are not fixed but dynamically evolving within groups. Importantly, 
group members conflict over status within the group produces  more competitive conflict 
than any of the other types of process-, task-, or relationship conflict, with detrimental 
consequences for team performance. The negative impact of status conflict results from the 
competitive nature of this type of conflict which is especially detrimental to group 
information sharing (ibid.).  

The literature provides evidence how power relations affect groups in three different ways: 
through the anchorage of shared goals, through risk taking and experimentation, and by 
conditioning the knowledge transfer between members (Bunderson & Reagans, 2011). As 
the authors summarize, power and status differences make it difficult for lower status 
members to see themselves as part of the group picture in terms of shared goals and a 
common agenda. In hierarchical groups, members have limited opportunities to influence 
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group decisions and actions and hence feel less accountable and personally involved. This in 
turn influences the range of informational cues that low status members consider within the 
group and how comprehensively they consider others. 

Second, and more importantly, power and status differences affect the psychological safety 
of team members. Lower status members perceive their environment to be less safe for 
learning and risk taking. As argued in the preceding sections, psychological safety however is 
key for high performing teams especially in an environment where collective learning 
involves trial and error and risk taking. Since lower status members are more dependent 
upon higher status members for resources, authorizations, respect and approval, they feel 
more vulnerable and might engage less in taking initiatives or introducing new ideas with 
negative consequences for overall team performance. 

Third, and most importantly, differences in power and status condition the content of shared 
information. Power relations can limit knowledge transfer between team members in 
important ways: Individuals at the top of social hierarchies are given disproportionate weight
in group decision making while contributions of lower rank members are often overlooked 
and silenced (Tost, Gino, & Larrick, 2012).  In addition to simply silencing contributions from 
lower-status members, power relations also condition the type of information that gets 
shared. Because contributing new (unshared) information is risky (needs to be verified), low-
status members often repeat accepted/shared information which increases their status and 
influence in the group. Low-status members also experience a barrier to bring their 
potentially critical, unshared information into the group – unshared information 
communicated by low-status members will be less remembered and repeated as when high-
status members say something “new” (Cruz, Boster, & Rodríguez, 1997; Larson, Foster-
Fishman, & Keys, 1994; Lu, Yuan, & McLeod, 2012; Wittenbaum & Bowman, 2005; 
Wittenbaum, 2000).  Hence, the very power and status differences in teams, including those 
between low status women and high status (white) men constrain the effective sharing of 
information between all members. This influences the quality of decision making since 
important information might be silenced or disregarded. However, as Bunderson & Reagans 
(2011) argue, power relations can also influence group performance positively when used in 
“socialized” vs “personalized” ways (see next section on Leadership). See also (Galinsky, 
Magee, Inesi, & Gruenfeld, 2006)

Power relations have also been discussed from a network analytic perspective. Abbasi et al. 
(2011) studied the relationship between structural properties of workgroups and their 
performance in a large, global Telecommunications firm. Hierarchical teams with a tree-like 
network structure scored worse in terms of manager- and member-rated performance.  
Groups that work on non-routine tasks and which are organized in a “flat” hierarchy are 
more flexible and perform better. Similar, greater core-periphery structure of the group 
network was partially related to worse performance due to marginalization of information. 
Bunderson (2003) observed that diffuse status cues such as gender were more salient in 
groups with a more centralized power structure. 

“In centralized groups, in which members lack a clear motivation to be careful, 
comprehensive, and accurate in evaluating members' expertise, individuals 
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should therefore be more likely to rely simply on diffuse status cues in drawing 
inferences of expertise” (Bunderson, 2003, p. 564)

1.4.6.  Leadership

Closely related to questions of power in groups is the issue of “leadership”. Leadership 
positions are often bound to formal hierarchical positions and are thus often tied to 
questions of power and status. However, beyond the direct question of power, the literature 
on leadership has also scrutinized different approaches to team leadership and its effects on 
performance. Many of the preceding concepts are to be found in the literature on 
leadership, now with the specific focus how managers can enhance and foster for example 
perspective taking, psychological safety climate and its potential positive consequences. 

Leaders can influence and shape explicitly variables that improve work processes such as 
group cohesion, a shared goal or team climate (Marshall & Rollinson, 2004; Yanow, 2004). 
Although the effectiveness of leadership styles has to be seen in relation to the desired 
outcomes (Nembhard & Edmondson, 2006; Xue, Bradley, & Liang, 2011), empowering 
leadership has been described as harboring long-term performance increases due to team 
learning and coordination (Lorinkova, Pearsall, & Sims, 2012; Rosing, Frese, & Bausch, 2011; 
Somech, 2006; D. Wang, Waldman, & Zhang, 2014). Bunderson & Reagans (2011) argues that
the use of power towards “personal” ends negatively affects group learning whereas power 
used towards “social” ends actually fosters team learning and performance. High status 
group members can enhance group processes by creating an atmosphere where people not 
only felt safe but are also explicitly encouraged risk taking. Similarly, the degree to which 
higher-ranking members overlook contributions of lower status members and mis-recognize 
their expertise is contingent upon whether these higher-ranking team members have 
collective or individual goals. 

As the meta-analysis by Eagly, Johannesen-Schmidt, & van Engen (2003) suggests (see also 
(Burke & Collins, 2001; Eagly & Johnson, 1990; Patel, 2013), women leaders tend to exhibit 
more transformational (participative, empowering, democratic) leadership style compared to
men who engaged in a more transactional (directive) style. 

“This pattern is that women scored higher than men on transformational 
leadership and contingent reward, whereas men scored higher than women on 
active and passive management by exception and laissez-faire leadership.” 
(Eagly et al., 2003, p. 579)

However, other research finds no clear-cut differences between women and men regarding 
their leadership style. Martin for example neither detects leadership differences based on 
gender nor on institutional type but rather in terms of years of experience: “the more years 
of administrative experience respondents had, the more likely they were to use transactional
leadership” (Martin, 2015, p. 340). Similar, Murray (2014) argues that leadership style has to 
be explored in relation to generational aspects. 

Transformational leadership is based on inspiring followers commitment and creativity to 
shape the future whereas transactional or managerial styles use supervision, reward and 
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punishment to maintain the status quo. Transformational leadership is more congruent with 
the socially-supportive use of power and the outward-oriented gender roles associated with 
femininity: it is a participative, horizontal leadership that is built on trust and confidence, 
which aims to inspire, mentor and empower followers to develop their full potential (Eagly & 
Johnson, 1990; McKinsey & Company, 2009). In its emphasis on trust and confidence, 
empowering leadership is a strong facilitator of good team climate, crucial for conflict 
management and information sharing. 

1.5. Team Cognition
Shared cognition among team members is an important ingredient for boosting team 
performance (Salas, Cooke, & Rosen, 2008; Salas & Fiore, 2004). It constitutes the third 
element of our perspective on social capital, together with the structural perspective on 
diversity and the social psychological one as just reviewed.  

Forming a closely knit conceptual cluster, team cognition has been discussed in relation to 
“transactive memory systems”, “team mental model”, “shared/team cognition”, or “group 
learning”. They all examine essentially the ways knowledge is distributed, structured and 
manipulated among team members. Although many studies have demonstrated the 
importance of team cognition for sports teams, the military or management teams, 
especially science and research teams required a shared cognition in order to integrate the 
distributed resources into new knowledge. In their detailed case study of the logic of 
innovation at 3M corporation Garud et al. (2011) sustain for example, that a shared system 
for encoding, storing and retrieving information – Transactive Memory System (TMS) – plays 
a fundamental role for “holding together” complex innovation processes. In this particular 
example of teams at 3M, telling stories about past inventions fulfilled the role of TMS in 
making available knowledge about past projects including involved people and their 
expertise.  

Team cognition tackles shared, cognitive representations among team members. 
“Transactive memory systems” (Wegner, 1987) focus especially on the distribution of 
knowledge in teams. The TMS captures “who knows what” and thus captures first and 
foremost the dispersion and specialization of expertise in groups. “Team mental models” in 
contrast have been described as shared mental representations of knowledge about key 
elements of a team's environment (Klimoski & Mohammed, 1994; Mohammed, Ferzandi, & 
Hamilton, 2010). Whereas TMS capture the importance for being able to locate expertise 
within teams, shared mental models foreground the developing of a shared understanding of
a task or problem.  Both cognitive constructs help to understand how knowledge is mentally 
organized, represented and distributed within the team. In their review on TMS, Ren & 
Argote (2011) suggest consistent findings on the positive outcomes of TMS on various group 
outcomes such as team creativity, effectiveness or member satisfaction. 

“Accurate expertise recognition improves team performance because it 
facilitates the division of cognitive labor among members, the search and 
location of required knowledge, the match of problems with the person with the 
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requisite expertise to solve the problems, the coordination of group activities, 
and better decisions through the evaluation and integration of knowledge 
contribute by group members.” (Ren & Argote, 2011, pp. 205–206)

Team cognition enables work group members to develop more accurate predictions about 
tasks and develop more efficient responses by taking advantage of the available expertise, 
thereby increase the overall effectiveness and performance.  In a meta-analysis of team 
cognition across 65 independent studies  DeChurch & Mesmer-Magnus (2010) found a 
positive relation between team cognition and behavioral processes, team motivational states
and team performance. Evidence from student teams tackling software developments tasks 
suggests that frequency of communication and team diversity affect team performance (He, 
Butler, & King, 2014). Apart from “member familiarity”, gender diversity exhibited a strong 
and consistent effect on team performance: mixed gender teams tended to develop higher 
levels of team cognition (ibid.).  

Team cognition provides another powerful control variable: as the literature suggests, teams 
which would score high on team cognition have good chances to perform better than teams 
which score low. As such it will provide an important control variable. 

1.6. Other aspects: Personality Traits
Among additional important aspects that have not been treated explicitly in the previous 
sections  – although they run through many of the respective contributions – is the impact of
personality on team performance. Personality traits5 are conceived to be especially 
important for group processes since characteristic behaviors associated with personality 
traits indicate how people related to each other and interact. Personality traits influence 
contributions to the team and status. However, the relationship is not as clear-cut as one 
might expect with laboratory studies generally producing lower effects than field studies 
LePine et al. (2011). Conscientiousness seems to be highly relevant for individual 
performance, while “agreeableness” appears to gain in importance due to the collaborative 
nature of much work. Gloor et al., (2012) found that “openness” correlates with degree 
centrality and higher levels of trust which in turn influences creativity in teams. Specifically 
with respect to “agreeableness”, the authors note a certain ambiguity: the more agreeable a 
person is, the more people trust her/him. However, the more agreeable a person is, the 
more influential people distrust her/him. Agreeable persons seem to be trusted more, but 
not by influential people. 

As already argued in the section on Status Expectation Theory,  personality traits is related to 
the status of individuals in groups. Especially extroversion predicts status in face to face 

5 The Big Five Personality Traits are: Extraversion: energetic approach to the social and material world and 
includes traits such as sociability, activity, assertiveness, and positive emotionality. Agreeableness: altruism,
trust, modesty, tender minded concern for others, i.e. interpersonal characteristics. Neuroticism: negative 
emotionality, i.e. vulnerability to stress, anxiety, depression, negative self-conscious emotions (guilt, shame,
embarrassment). Conscientiousness: socially prescribed impulse control that facilitates task- and goal-
directed behavior: dutiful, hard-working, organized. Openness to Experience: breath, depth, originality, and
complexity of an individual's mental and experiential life. See (Goldberg, 1993)
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groups. Recent research, however questions this, arguing that status of extroverts declines 
over time in work groups as their real task contributions becomes visible (C. Bendersky & 
Shah, 2012). 

Combining insights from the network literature on team performance and personality traits, 
a recent meta-analysis argues that persons with “certain personality traits tend to attain 
structurally advantageous positions and that the occupation of these advantageous 
positions, in turn, influences people’s performance and career success.” (Fang et al., 2015). 
Thus, personality traits such as conscientiousness influence team performance by executing 
tasks better, but also because it helps those people achieve more advantageous network 
positions.  
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Möllering, G. (2006). Trust : reason, routine, reflexivity. Amsterdam ;;Boston ;;London: 
Elsevier.

Mortensen, M. (2012). Boundary Multiplicity: Rethinking Teams and Boundedness in the 
Light of Today’s Collaborative Environment. INSEAD Working Paper 2015/31/=HB.

Mueller, J. S. (2012). Why individuals in larger teams perform worse. Organizational Behavior
and Human Decision Processes, 117(1), 111–124. 
http://doi.org/10.1016/j.obhdp.2011.08.004

Murray, D. (2014). Differences in Leadership Styles and Motives in men and Women: How 
Generational Theory Informs Gender Role Congruity. In Proceedings of the European 
Conference on Management, Leadership (p. 192).

Nahapiet, J., & Ghoshal, S. (1998). Social Capital, Intellectual Capital, and the Organizational 
Advantage. The Academy of Management Review, 23(2), 242–266.

Nembhard, I. M., & Edmondson, A. C. (2006). Making it safe: the effects of leader 
inclusiveness and professional status on psychological safety and improvement efforts in
health care teams. Journal of Organizational Behavior, 27(7), 941–966. 
http://doi.org/10.1002/job.413

39



Newell, S., Tansley, C., & Huang, J. (2004). Social Capital and Knowledge Integration in an ERP 
Project Team: The Importance of Bridging AND Bonding. British Journal of Management,
15(S1), 43–57. http://doi.org/10.1111/j.1467-8551.2004.00399.x

Østergaard, C. R., Timmermans, B., & Kristinsson, K. (2011). Does a different view create 
something new? The effect of employee diversity on innovation. Research Policy, 40(3), 
500–509. http://doi.org/10.1016/j.respol.2010.11.004

Parker, J. N., & Hackett, E. J. (2012). Hot Spots and Hot Moments in Scientific Collaborations 
and Social Movements. American Sociological Review, 77(1), 21–44. 
http://doi.org/10.1177/0003122411433763

Parker, S. K., Atkins, P. W. B., & Axtell, C. M. (2008). Building Better Workplaces through 
Individual Perspective Taking: A Fresh Look at a Fundamental Human Process. In G. P. 
Hodgkinson & J. K. Ford (Eds.), International Review of Industrial and Organizational 
Psychology (Vol. 23, pp. 149–169). Chichester, UK: John Wiley & Sons, Ltd. 
http://doi.org/10.1002/9780470773277

Patel, G. (2013). Gender Differences in Leadership Styles and the Impact within Corporate 
Boards.

Pelled, L. H., Eisenhardt, K. M., & Xin, K. R. (1999). Exploring the Black Box : An Analysis of 
Work Group Diversity, Conflict, and Performance. Administrative Science Quarterly, 
44(1), 1–28.

Peltokorpi, V., & Hasu, M. (2013). How Participative Safety Matters More in Team Innovation 
as Team Size Increases. Journal of Business and Psychology, 29(1), 37–45. 
http://doi.org/10.1007/s10869-013-9301-1

Perry-Smith, J. E., & Shalley, C. E. (2003). The Social Side of Creativity: A Static and Dynamic 
Social Network Perspective. Academy of Management Review, 28(1), 89–106. 
http://doi.org/10.5465/AMR.2003.8925236

Perry-Smith, J. E., & Shalley, C. E. (2014). A Social Composition View of Team Creativity: The 
Role of Member Nationality-Heterogeneous Ties Outside of the Team. Organization 
Science, 25(5), 1434–1452. http://doi.org/10.1287/orsc.2014.0912

Peterson, R. S., & Behfar, K. J. (2003). The dynamic relationship between performance 
feedback, trust, and conflict in groups: A longitudinal study. Organizational Behavior 
and Human Decision Processes, 92(1-2), 102–112. http://doi.org/10.1016/S0749-
5978(03)00090-6

Pletzer, J. L., Nikolova, R., Kedzior, K. K., & Voelpel, S. C. (2015). Does Gender Matter? Female 
Representation on Corporate Boards and Firm Financial Performance - A Meta-Analysis. 

40



PloS One, 10(6), e0130005. http://doi.org/10.1371/journal.pone.0130005

Podolny, J. M., & Baron, J. N. (1997). Resources and Relationships: Social Networks and 
Mobility in the Workplace. American Sociological Review, 62(5), 673.

Reagans, R., & Zuckerman, E. W. (2001). Networks, Diversity, and Productivity: The Social 
Capital of Corporate R&D Teams. Organization Science, 12(4), 502–517. 
http://doi.org/10.1287/orsc.12.4.502.10637

Ren, Y., & Argote, L. (2011). Transactive Memory Systems 1985–2010: An Integrative 
Framework of Key Dimensions, Antecedents, and Consequences. The Academy of 
Management Annals, 5(1), 189–229. http://doi.org/10.1080/19416520.2011.590300

Renzel, B. (2008). Trust in management and knowledge sharing: The mediating effects of fear
and knowledge documentation. Omega, 36(2), 206–220. 
http://doi.org/10.1016/j.omega.2006.06.005

Richard, O. C., & Miller, C. D. (2013). Considering Diversity as a Source of Competitive 
Advantage in Organizations. In Q. M. Roberson (Ed.), The Oxford Handbook of Diversity 
and Work. Oxford: Oxford University Press.

Rigby, J., & Edler, J. (2005). Peering inside research networks: Some observations on the 
effect of the intensity of collaboration on the variability of research quality. Research 
Policy, 34(6), 784–794. http://doi.org/10.1016/j.respol.2005.02.004

Roberge, M.-É. (2013). A Multi-Level Conceptualization of Empathy to Explain How Diversity 
Increases Group Performance. International Journal of Business and Management, 8(3), 
p122. http://doi.org/10.5539/ijbm.v8n3p122

Roberge, M.-É., & van Dick, R. (2010). Recognizing the benefits of diversity: When and how 
does diversity increase group performance? Human Resource Management Review, 
20(4), 295–308. http://doi.org/10.1016/j.hrmr.2009.09.002

Rosing, K., Frese, M., & Bausch, A. (2011). Explaining the heterogeneity of the leadership-
innovation relationship: Ambidextrous leadership.

Rost, K. (2011). The strength of strong ties in the creation of innovation. Research Policy, 
40(4), 588–604. http://doi.org/10.1016/j.respol.2010.12.001

Rousseau, D. M., Sitkin, S. B., Burt, R. S., & Camerer, C. (1998). Not so different after all: A 
cross-discipline view of trust. Academy of Management Review, 23(3), 393–404. 
http://doi.org/10.5465/AMR.1998.926617

Salas, E., Cooke, N. J., & Rosen, M. A. (2008). On Teams, Teamwork, and Team Performance: 
Discoveries and Developments. Human Factors: The Journal of the Human Factors and 

41



Ergonomics Society, 50(3), 540–547. http://doi.org/10.1518/001872008X288457

Salas, E., & Fiore, S. M. (2004). Team cognition understanding the factors that drive process 
and performance. Washington, DC : American Psychological Association,.

Salazar, M. R., Lant, T. K., Fiore, S. M., & Salas, E. (2012). Facilitating Innovation in Diverse 
Science Teams Through Integrative Capacity. Small Group Research, 43(5), 527–558. 
http://doi.org/10.1177/1046496412453622

Savino, T., Messeni Petruzzelli, A., & Albino, V. (2015). Search and Recombination Process to 
Innovate: A Review of the Empirical Evidence and a Research Agenda. International 
Journal of Management Reviews, n/a–n/a. http://doi.org/10.1111/ijmr.12081

Scheidegger, N. (2010). Der Einfluss von Netzwerkstrukturen auf den Karriereerfolg im 
Management: Bridging oder Bonding Ties?: Netzwerkanalyse in einem Schweizer 
Dienstleistungsunternehmen. Rainer Hampp Verlag.

Schippers, M. C., Edmondson, A. C., & West, M. A. (2014). Team Reflexivity as an Antidote to 
Team Information-Processing Failures. Small Group Research, 45(6), 731–769. 
http://doi.org/10.1177/1046496414553473

Schippers, M. C., West, M. A., & Dawson, J. F. (2012). Team Reflexivity and Innovation: The 
Moderating Role of Team Context. Journal of Management, 41(3), 769–788. 
http://doi.org/10.1177/0149206312441210

Shore, L. M., Chung-Herrera, B. G., Dean, M. a., Ehrhart, K. H., Jung, D. I., Randel, A. E., & 
Singh, G. (2009). Diversity in organizations: Where are we now and where are we going?
Human Resource Management Review, 19(2), 117–133. 
http://doi.org/10.1016/j.hrmr.2008.10.004

Shrader, C. B., Blackburn, V. B., & Iles, P. (1997). Women in management and firm financial 
performance: An exploratory study. Journal of Managerial Issues, 9(3), 355–372.

Simons, T. L., & Peterson, R. S. (2000). Task conflict and relationship conflict in top 
management teams: the pivotal role of intragroup trust. The Journal of Applied 
Psychology, 85(1), 102–11.

Singer, T. (2006). The neuronal basis and ontogeny of empathy and mind reading: review of 
literature and implications for future research. Neuroscience and Biobehavioral Reviews,
30(6), 855–63. http://doi.org/10.1016/j.neubiorev.2006.06.011

Singh, H., Kryscynski, D., Li, X., & Gopal, R. (2015). Pipes, pools, and filters: How collaboration
networks affect innovative performance. Strategic Management Journal, n/a–n/a. 
http://doi.org/10.1002/smj.2419

42



Slaughter, S., & Rhoades, G. (2000). The Neo-Liberal University. New Labor Forum, 6, 73–79.

Somech, A. (2006). The Effects of Leadership Style and Team Process on Performance and 
Innovation in Functionally Heterogeneous Teams. Journal of Management, 32(1), 132–
157. http://doi.org/10.1177/0149206305277799

Stark, D. (2009). The Sense of Dissonance. Accounts of Worth in Economic Life. Princeton, NJ: 
Princeton University Press.

Stegmann, S., Roberge, M.-É., & Dick, R. (2012). Getting tuned in to those who are different: 
The role of empathy as mediator between diversity and performance. Zeitschrift Für 
Betriebswirtschaft, 82(S2), 19–44. http://doi.org/10.1007/s11573-011-0543-y

Stewart, G. L. (2006). A Meta-Analytic Review of Relationships Between Team Design 
Features and Team Performance. Journal of Management, 32(1), 29–55. 
http://doi.org/10.1177/0149206305277792

Stokols, D., Hall, K. L., Taylor, B. K., & Moser, R. P. (2008). The science of team science: 
overview of the field and introduction to the supplement. American Journal of 
Preventive Medicine, 35(2 Suppl), S77–89. 
http://doi.org/10.1016/j.amepre.2008.05.002

Stvilia, B., Hinnant, C. C., Schindler, K., Worrall, A., Burnett, G., Burnett, K., … Marty, P. F. 
(2011). Composition of scientific teams and publication productivity at a national 
science lab. Journal of the American Society for Information Science and Technology, 
62(2), 270–283. http://doi.org/10.1002/asi.21464

Sundstrom, E., de Meuse, K. P., & Futrell, D. (1990). Work teams: Applications and 
effectiveness. American Psychologist, 45(2), 120–133.

Tajfel, H. (1978). Social categorization, social identity and social comparison. In H. Tajfel (Ed.), 
Differentiation between social groups: Studies in the social psychology of intergroup 
relations (pp. 61 – 76). London: Academic Press.

Tajfel, H. (1982). Social Psychology of Intergroup Relations. Annual Review of Psychology, 33, 
1–39. http://doi.org/10.1146/annurev.ps.33.020182.000245

The Lehman Brothers Centre for Women in Business. (2007). Innovative Potential : Men and 
Women in Teams. Women in Business.

Tost, L. P., Gino, F., & Larrick, R. P. (2012). When Power Makes Others Speechless: The 
Negative Impact of Leader Power on Team Performance. Academy of Management 
Journal, 56(5), 1465–1486. http://doi.org/10.5465/amj.2011.0180

Troth, A. C., Jordan, P. J., Lawrence, S. A., & Tse, H. H. M. (2012). A multilevel model of 

43



emotional skills, communication performance, and task performance in teams. Journal 
of Organizational Behavior, 33(5), 700–722. http://doi.org/10.1002/job.785

Tsoukas, H. (2009). A Dialogical Approach to the Creation of New Knowledge in 
Organizations. Organization Science, 20(6), 941–957.

Vaan, M. de, Vedres, B., & Stark, D. (2015). Game Changer: The Topology of Creativity. 
American Journal of Sociology, 120(4), 1144–1194.

van Knippenberg, D., De Dreu, C. K. W., & Homan, A. C. (2004). Work group diversity and 
group performance: an integrative model and research agenda. The Journal of Applied 
Psychology, 89(6), 1008–22. http://doi.org/10.1037/0021-9010.89.6.1008

van Knippenberg, D., & Schippers, M. C. (2007). Work group diversity. Annual Review of 
Psychology, 58, 515–41. http://doi.org/10.1146/annurev.psych.58.110405.085546

Vedres, B., & Stark, D. (2010). Structural Folds: Generative Disruption in Overlapping Groups. 
American Journal of Sociology, 115(4), 1150–90.

Wagner, C. S., & Leydesdorff, L. (2005). Network structure, self-organization, and the growth 
of international collaboration in science. Research Policy, 34(10), 1608–1618. 
http://doi.org/10.1016/j.respol.2005.08.002

Wang, D., Waldman, D. A., & Zhang, Z. (2014). A meta-analysis of shared leadership and team
effectiveness. Journal of Applied Psychology, 99(2), 181–198.

Wang, J., & Hicks, D. (2015). Scientific teams: Self-assembly, fluidness, and interdependence. 
Journal of Informetrics, 9(1), 197–207. http://doi.org/10.1016/j.joi.2014.12.006

Webber, S. S., & Donahue, L. M. (2001). Impact of highly and less job-related diversity on 
work group cohesion and performance: a meta-analysis. Journal of Management, 27(2), 
141–162. http://doi.org/10.1177/014920630102700202

Wegner, D. M. (1987). Transactive Memory: A Contemporary Analysis of the Group Mind. In 
B. Mullen & G. R. Goethals (Eds.), Theories of Group Behavior (pp. 185–208). New York, 
NY: Springer New York. http://doi.org/10.1007/978-1-4612-4634-3

West, M. A. (2000). Reflexivity, revolution and innovation in work teams. In M. M. Beyerlein, 
D. A. Johnson, & S. T. Beyerlein (Eds.), Product development teams (Vol. 5, pp. 1–29). JAI 
Press.

Whitfield, J. (2008). Collaboration: Group theory. Nature, 455(7214), 720–3. 
http://doi.org/10.1038/455720a

Williams, K. Y., & O’Reilly, C. A. (1998). Demography and diversity in organizations: A review 
of 40 years of research. In B. M. Staw & L. L. Cummings (Eds.), Research In 

44



Organizational Behavior (Vol. 20, pp. 77–140). JAI Press.

Wittenbaum, G. M. (2000). The Bias Toward Discussing Shared Information: Why Are High-
Status Group Members Immune. Communication Research, 27(3), 379–401. 
http://doi.org/10.1177/009365000027003005

Wittenbaum, G. M., & Bowman, J. M. (2005). Member Status and Information Exchange in 
Decision-Making Groups. In M. C. Thomas-Hunt (Ed.), Status and Groups (Research on 
Managing Groups and Teams, Volume 7) (pp. 143 – 168). Emerald Group Publishing 
Limited.

Woolley, A. W., Aggarwal, I., & Malone, T. W. (2015). Collective Intelligence and Group 
Performance. Current Directions in Psychological Science, 24(6), 420–424. 
http://doi.org/10.1177/0963721415599543

Woolley, A. W., Chabris, C. F., Pentland, A., Hashmi, N., & Malone, T. W. (2010). Evidence for a
Collective Intelligence Factor in the Performance of Human Groups. Science, 
330(October), 686–688.

Wuchty, S., Jones, B. F., & Uzzi, B. (2007). The increasing dominance of teams in production 
of knowledge. Science (New York, N.Y.), 316(5827), 1036–9. 
http://doi.org/10.1126/science.1136099

Xue, Y., Bradley, J., & Liang, H. (2011). Team climate, empowering leadership, and knowledge 
sharing. Journal of Knowledge Management, 15(2), 299–312. 
http://doi.org/10.1108/13673271111119709

Yanow, D. (2004). Translating Local Knowledge at Organizational Peripheries*. British Journal 
of Management, 15(S1), 9–25. http://doi.org/10.1111/j.1467-8551.2004.t01-1-00403.x

Yong, K., Sauer, S. J., & Mannix, E. A. (2014). Conflict and Creativity in Interdisciplinary Teams.
Small Group Research, 45(3), 266–289. http://doi.org/10.1177/1046496414530789

Zheng, W. (2008). A Social Capital Perspective of Innovation from Individuals to Nations: 
Where is Empirical Literature Directing Us? International Journal of Management Reviews, 
12(2), 151–183. http://doi.org/10.1111/j.1468-2370.2008.00247.x

45



WWW.GEDII.EU 

D1.1. Conceptual Framework 

Chapter 2 – Research Assessment

Sandra Klatt, Ulf Sandström

31st of May 2016 – Version 1.0



Table of Contents

2. Research Assessment............................................................................................................48
2.1. Methods of Research Assessment.....................................................................................50

2.1.1. Bibliometrics or Quantitative Citation-based Assessment...........................................50
2.1.2. Limitations to bibliometric measurements..................................................................52
2.1.3. Peer review assessment...............................................................................................53
2.1.4. Patents..........................................................................................................................55
2.1.5. Altmetrics.....................................................................................................................56

2.2. Societal Impact of Research...............................................................................................57
2.3. Responsible Research and Innovation...............................................................................61

2.3.1. Responsible Metrics.....................................................................................................61
2.3.2. Critical voices regarding research assessment: DORA and Leiden Manifesto.............61

Bibliography..............................................................................................................................63

47



2. Research Assessment
The assessment of research performance or research output in general is connected with a 
variety of problems and foremost with the need to define concepts of assessment, specify 
approach and methodology, and define research performance and output. At the end, 
assessment results have to be interpreted in light of the applied assessment exercise. 

Science assessment in terms of quality of research, assessment of impact, and what 
methodologies are to be applied is under permanent discussion and evaluation. Research as 
´production of knowledge´ used to be located at the scientific institutions foremost for the 
academic interests, characterized as hierarchical, disciplinary, homogeneous and 
academically (described in literature as Mode 1); a change in research landscape took place 
which is referred to as Mode 2 (Gibbons et al., 1994). This „new production of knowledge“ 
(Gibbons et al., 1994) is characterized as collaborative, trans-disciplinary and an emphasize of
more applicable science (in contrast to basic research). Mode 2 also implies the inclusion of 
societal aspects, users and stakeholders. “Based on these new understandings of knowledge 
production, research is viewed as a continuum, involving the whole process of discovery and 
spanning the spectrum from curiosity driven to user led, from blue sky to practice based.“ ‐ ‐ ‐ ‐
(European Commission, 2010, p. 24)

Another interpretation and understanding of the different activities usually named 
“research” and often held under one heading would be that they cover very different things, 
on the one hand scientific activities and on the other hand technological activities (de Solla 
Price, 1965). Each of these has a specific way of creating legitimacy and should therefore be 
kept apart. While the organization and the rationality behind science are to search for 
explanation –“why is that…?” – the organization and rationality for technological activities 
are to create functions for users – “does this work for our needs…?”. The group that gives 
legitimacy is in the first case the scientific community and in the second case the market or 
the users (Bunge, 1979). According to traditional sociology of science (Merton, 1973), the 
only group that can participate in the scientific process at the research front would be the 
scientists themselves. It would be a contradiction in terms to involve end-users at that stage, 
as no one knows in what direction valuable results are going to turn up. Exactly this is the 
argument for scientific self-organization – in the end an open process is the best way to find 
the unknown good. A huge body of research “sociology of science” is dealing with the role of 
the scientific community in society, its boundaries as well as the place of the scientific world 
within society. In this context, for instance it is explored how and why science is established 
in society although society mostly does not comprehend the scientists work or cannot profit 
directly from their achievements in science (Ben-David, 1971; Merton, 1973).

As defined by Gibbons (1999), “science has until recently flourished partly because of a 
stable, underlying agreement between its practitioners and the rest of society. In other 
words, there has been a social contract between science and society“ (Gibbons, 1999, p. 
C81). The scientific community was asked to give reliable knowledge that was merely 
communicated to society. However, the introduction of a new social contract ist to be noted, 
ensuring „that scientific knowledge is 'socially robust', and that its production is seen by 
society to be both transparent and participative.“ (Gibbons, 1999, p. C81)
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With upcoming of the New Public Management1, evaluation of research activities became a 
major task. Government and policy strives to measure research performance especially as 
part of management of research funding, that is funding was related to performance and 
quality of research efforts. For example, in the United Kingdom since the 80s a Research 
Assessment Exercise (RAE) takes place on a regularly basis, Australia has a national 
evaluation system (Research Quality Framework RQF, now Excellence in Research for 
Australia ERA), the United States use the Program Assessment Rating Tool (PART) (Grant, 
Brutscher, Kirk, Butler, & Wooding, 2010). In addition to that, several university rankings can 
be found, such as the Shanghai Ranking, Times QS World University Ranking, Webometrics, 
U-Multirank or Leiden Ranking, which have been established as a benchmark to research 
excellence at universities (European Commission, 2010). However, the rankings result from 
different assessment approaches, indicators and weighting of these (Aguillo, Bar-Ilan, Levene,
& Ortega, 2010; Phillips & Maes, 2012). The rankings stand on their own and are widely 
known and used.

An expert group on the Assessment of University-Based Research (AUBR) installed by the EU 
presented a “Multidimensional Research Assessment Matrix” (European Commission, 2010, 
p. 53) that suggests specific indicators and methods respectively for certain purposes. The 
indicators are categorized as follows: 

 Research Productivity (for example research publications and outputs, research 
outputs per ‘Research Academic’ staff)

 Quality and Scholarly Impact (for example number and percentage of publications in 
top‐ranked, high impact journals, citations, number keynote addresses at national 
and/or international conferences)

 Innovation and Social Benefits (for example external research income, number and 
percentage competitive grants won, end‐user esteem)

 Sustainability and Scale (for example postgraduate research student load, number of 
collaborations and partnerships)

 Research Infrastructure (for example research active academics, research 
infrastructure and facilities)

The paper of the expert group state: “The optimum method of research assessment is to 
combine qualitative and quantitative indicators, e.g. indicator based data with peer or end‐ ‐
user review.“ (European Commission, 2010, p. 52)

The research environment is changing. For example, the numbers of academics and 
researchers is growing, the funding of research has increased and also the scientific output 
has grown (Vincent-Lancrin, 2006). In addition to that, internationalization and the mobility 
of researcher have grown (Vincent-Lancrin, 2006). This has an impact on the conditions and 
possibilities for research assessment. The ICT revolution with introduction of new 

1 Guiding Principle for the reform and modernization of state and government since the early 1990s: Market 
and competitive orientation , target and result oriented control (outcome and output orientation), applying 
of business models in governance
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technologies such as Internet and big data processing provides new possibilities to analyze 
data by computer and databases (Web of Science, Scopus, Google Scholar) and enables new 
bibliometric analyzes; ICT and the growth of Social Media (Twitter, Facebook, blogs, etc.) 
enabled new types of communication; more interdisciplinary and international collaboration 
among scientists and researchers (virtual teams) can be found; researchers have access to 
more publications and other scientific output than ever before (Ding, Levin, Stephan, & 
Winkler, 2010); much more articles/papers are being published (for example via online 
publishing) (Bornmann & Mutz, 2014) and also, new metrics are developing (altmetrics) (J. 
Priem, Taraborelli, Groth, & Neylon, 2010). 

2.1. Methods of Research Assessment 
Research assessment exercises are dominated in general by three different methods. 
Bibliometrics, peer review (as traditional metrics) and a mixture of these two 
aforementioned methods, which is known for example as informed peer review (relatively 
fresh to the peer review scenery). In addition to that, new indicators (altmetrics) are 
prevailing the assessment scenery. Although citation based assessment is initially a 
quantitative exercise, the derived impact indicators are often seen as equals for quality (van 
Raan, 2005). Peer Review is acknowledged as a ´gold standard´ for assessment of research 
quality and can be found established for article selection of journals, as exercise for decisions
of funding or career recruitment/promotions, and as research assessment on national level. 
However, research assessment can also be categorized in relation to the unit that is to be 
assessed. The following levels are being used: nation / country, institution, departments, 
research group and/or individual researcher (Moed & Halevi, 2015). Depending on the 
assessment level and purpose of the assessment, research assessment approaches and 
methods must be appropriate (European Commission, 2010; Moed & Halevi, 2015). 

In the next sections the types of assessment are briefly presented and discussed, with main 
focus on gender awareness and bias respectively. 

2.1.1. Bibliometrics or Quantitative Citation-based Assessment
Well-acknowledged outputs of research are papers, books, and articles in journals or 
contributions to conferences. Next to mere counting of output, that is counting publications 
and/or other outputs per person or per group, Scientometrics has become important as a 
“study of the quantitative aspects of science and technology (…). Some of the main themes 
include ways of measuring research quality and impact, understanding the processes of 
citations, mapping scientific fields and the use of indicators in research policy and 
management” (Mingers & Leydesdorff, 2015, p. 1). One of the core topics is the 
measurement of citations. Back in the 1950s the first concepts of the Science Citation Index 
emerged, originally as a way to systematize search options in literature (Garfield & Sher, 
1963). Soon further possibilities how to analyze the indexed citations on a statistical basis 
have been detected. At the same time, the social importance of measuring science and 
research output was pushed by governments and policy makers, who were keen to measure 
science in order get decision guidance for research grants and funding (van Raan, 2005). 

Mingers & Leydesdorff (2015) as well as Durieux & Gevenois (2010) give a profound overview
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on bibliometric indicators that can be measured. At the same time advantages and flaws are 
being discussed in detail (see Durieux & Gevenois, 2010; Mingers & Leydesdorff, 2015). The 
most important bibliometric indicators that measure impact are shortly presented in the 
following section.2 

First of all, the data source of the analyzes should be briefly reflected, since for applying the 
indicators, several sources are available, however these sources vary in content, extent and 
data quality. The oldest data source Web of Science (WoS) or ISI Web of Knowledge is a 
database with citation indices in different disciplines; it covers journals, conference 
proceedings and books. Scopus (launched 2004) is similar to WoS, however the coverage 
differs. The third great database is Google Scholar (launched 2004) and covers available 
scholary literature on the web; Google Scholar also includes theses, technical reports and 
such into the data base. In contrast to WoS and Scopus, it is free accessible via Google on the
internet. 

The Journal Impact Factor (JIF) goes back to Garfield & Sher (Garfield & Sher, 1963) and 
describes how often on average an article is published in this journal is cited from other 
scientific articles in two years and five years respectively. WoS has also introduced a metric 
called cited half-life. Although a very dominant measure, it was acknowledged that many 
defencies came along with using the JIF like depending heavily on research field (publishing 
and citation habits), depending on the data resources (WoS or Scopus), manipulating the JIF 
by the journals themselves or no possibility to assess an individual researcher or paper 
(Mingers & Leydesdorff, 2015). As response to these defencies, more advanced metrics have 
been developed, for example including a prestige factor (called Eigenfactor at WoS, article 
influence AI at Scopus). In addition to that, there are further advanced, complex 
developments of indicators that include normalization factors or relationships of journals 
(SJR, SJR2 at Scopus). However, these complex indicators are hardly transparent any more. 

On the level of the researcher or research group, one can find also metrics for research 
performance based on citations. 

Citations are counted usually for a certain collection of publications in a certain period of 
time. The easiest way is to count the total numbers of citations, whereby the total number is 
of course strongly affected by the number of publications, i.e. productivity. The traditional 
indicator, which cuts out the total number of papers, is the cites per paper (cpp) (van Raan, 
2005). This indicator was used as a basis for the “crown indicator”, which measured – 
normalized – the impact of researcher or research unit by taking into account factors like for 
instance research domain, type of paper, language or region (Waltman, van Eck, van 
Leeuwen, Visser, & van Raan, 2011). The crown indicator was further developed as mean 
normalized citation score (Waltman et al., 2011) and is basis of the Leiden Ranking 
methodology.3

Another highly influential indicator is the so-called h-index, introduced by Hirsch in 2005 
(Hirsch, 2005). Main advantages are a simple way to combine impact (i.e. citations) and 

2 In this context, we refer to scientometrics, a study field in ist own right, discussing and developing 
methodologies, indicators in scientometrics, see also Journal of Scientometrics, established in 1978.

3 Leiden Ranking measures the performance of universities based on a set of indicators, see 
www.leidenranking.com
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productivity (i.e. number of papers); the h-index can by applied not only to an individual 
researcher, but also to units or journals themselves. It is robust to poor data and is seen as a 
suitable metric for comparing researchers. However, as the h-index works as a simple enough
metric, there are flaws attached, for instance the h-index gives no information about the 
total number of citations, so that two researchers could differ extremely in the number of 
citations, but would have the same h-index. Because of its disadvantages, the h-index is 
subject to numerous suggestions to modify the calculation model, over time the g-index, m-
index or r-index have been proposed (Mingers & Leydesdorff, 2015).

Nonetheless, probably because of its simplicity, the h-index is well established. For example, 
all three above mentioned databases are providing the h-index as a benchmark among other 
indices. 

An important discussion in literature is about normalization methods for indicators in order 
to be able to compare and classify impact across disciplines, but also within disciplines when 
citation rates differ significantly. Also there is evidence that citations of a paper increase as 
times go by, thus only normalization would enable comparable results (Waltman & van Eck, 
2013). Normalization methodologies refer to field classifications like the mean normalized 
citation score, to source normalization for instance like audience factor or fractional counting
of citations. 

In addition to the before mentioned methods, percentile-based approaches are being used. 
In order to avoid mean-based measures, non-parametric measures based on percentiles 
have been suggested for research groups, researchers and also journals. Publications that are
being evaluated are assigned to percentile rank classes. These rank classes have been built 
on reference papers, which are split percentile wise like top 1 percent, top 10 percent etc., 
and for each percentile rank class a minimum of citations necessary to get into the rank class 
is specified. This method is used for example by the US National Science board (Bornmann, 
Leydesdorff, & Mutz, 2013). 

Few papers receive many citations and many papers few citations. Depending on the 
discipline, citation and publication practices differ immensely (even within disciplines). 
Therefore, mean value based indicators cannot reflect the importance of publications. In 
addition to that, the number of citations increases over time and the distribution of citations 
per year is usually not a linear, but skewed. A good, but fairly simple method would be 
median measure or a percentile measure, such as top percentage number x% as an indicator 
of citation distribution. If there is a huge proportion of publications in the top x%, a huge 
impact of the scientific output can be assumed (Swedisch Environmental Protection Agency, 
2014).

As state of the art indicators, advanced size-independent field-normalized indicators are 
being used to measure performance. However, bibliometricians use also size-dependent 
citation indicators, as they may give valuable rsults for discussing hypotheses. (Sandström & 
Wold, 2015; van den Besselaar & Sandström, 2015)

2.1.2. Limitations to bibliometric measurements
Bibliometric indicators are to be used with caution, and for statistical handling, evaluations 
appropriate expertise is required. Furthermore, for the interpretation of results the overall 
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context of analyzes is to be considered. Wouters et al. (2015) summarize these necessary 
considerations when conducting bibliometric analyzes as follows: “differences between 
academic subjects/disciplines; coverage of sources within databases; the selection of the 
appropriate unit of analysis for the indicator in question; the question of credit allocation 
where outputs may include multiple authors, and accounting for self-citations.” (Wouters et 
al., 2015, p. 30)

Literature also discusses the “gaming” with bibliometric measures (Haustein & Larivière, 
2015). For example because bibliometric indicators are basis for funding decisions, 
researchers and institutions try to manipulate the relevant indicator to their favor, through 
salami publishing, self-citation or even citation cartels. The upcoming of a lot of new (often 
open access) journals - with a sometimes-questionable threshold of quality that publish 
quite an amount of articles - dilute the quality of the indicator and therefore questions the 
evidence of the indicator (Beall, 2012; Harzing, 2012).4 In order to raise awareness to such 
questionable journals and publishers, Beall listed “potential, possible, or probable predatory 
scholarly open-access publishers” (Beall, 2016).

Although bibliometricians see citation rates as an appropriate measure of academic impact 
(Leydesdorff & Milojević, 2015), this may represent only one dimension of academic quality. 
“Quality needs to be seen as a multidimensional concept that cannot be captured by any one
indicator, and which dimension of quality should be prioritized may vary by field and 
mission.” (Wouters et al., 2015, p. 47)

2.1.3. Peer review assessment
Peer review can be classified according to the objectives of the review: 

 assess the quality of research results, outcomes, projects and programmes; 
 determine the level of performance, either in absolute terms or comparatively, of 

(parts of) the scientific and innovation system; 
 promote accountability; 

 contribute criteria and evidence for resource allocation; 
 contribute criteria and evidence for science and technology policy making; 

 contribute criteria and evidence for career decisions and human resource policies 
(after Geiser & Wager 2002, in: Wouters et al., 2015). 

Peer review is widely accepted as a methodology to assess the quality of research output 
such as publications (Abramo, D’Angelo, & Di Costa, 2011; van Raan, 2005), and it has long 
been exercised for assessing article manuscripts for publication in journals; some countries 
use it as method for allocating national research funding, for example United Kingdom 
(Wilsdon et al., 2015). 

There are different ways of conducting a peer review process such as double / single blind 
review or open reviews (Manchikanti, Kaye, Boswell, & Hirsch, 2015); flaws and limitations of

4 Harzing for example identified a “super author”, who published nine of Essential Science Indicators´ (ESI) 
most highly-cited articles in Economics & Business in two years, however these articles were published by 
the same publisher as well as 40 articles overall in these two years. With help of Journal self citation rate, 
publisher self citation rate and author co-citation (Harzing, 2012)
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peer review methods are exhaustive discussed in literature, especially peer review bias such 
as conservatism bias, conflict of interests or gender bias. A comprehensive overview is given 
by Lee, Sugimoto, Zhang, & Cronin (2013)(2013). Gender bias is discussed in chapter 3 in 
detail. 

However, in order to improve peer review processes, combinations with bibliometric 
indicators are suggested (Abramo et al., 2011), even the replacement of peer review in 
context of grant decisions with bibliometric methodologies is proposed, as studies show that 
bibliometric approaches serve the purpose of finding excellence better (Abramo et al., 2011).
In contradiction to this, the Higher Education Funding Council for England (HEFCE) discussed 
the introduction of citation-count based methodologies instead of peer review in United 
Kingdom, but at last decided against it, since in the latest report of the HEFCE the 
methodology of peer reviews was evaluated and confirmed in general. Expert peer review 
should be applied as the main method since this method “is the least worst form of 
academic governance we have“ (Wilsdon et al., 2015, p. 136). As in the opinion of the HEFCE,
quantitative indicators are being seen as not feasible to replace a peer review process. Main 
objective is that only with qualitative methods such as peer review and impact case studies 
the context of research outcome can be taken into account properly (Wilsdon et al., 2015). 

From a gender perspective, certain types of peer review seem to be gender biased with a 
negative outcome for women. Wenneras & Wold (1997) published their findings that peer 
reviews favor men and nepotism. They showed that if the reviewer in the peer review system
consisted mainly of men, the percentage of successful male applicants is significant. The 
same seems to apply to review exercises in assessing journal articles. Male authors are more 
likely to be granted a publication in a journal than female authors. The introduction of double
blind reviews, where neither reviewer nor author identity is known to each other, at the 
Behavioral Ecology journal showed that the share of female authors increased; these findings
support the suspicion that female authors are disadvantaged (Budden et al., 2008). In 
contrast, other studies found no significant gender bias (Marsh, Bornmann, Mutz, Daniel, & 
O’Mara, 2009); Lee et al. (2013) give a short overview on contradictory studies. 

The supporters of bibliometric assessments name the bias of peer review as well justified 
reasons to shift science and research assessment to bibliometrics (Abramo et al., 2011), at 
least to combine the advantages of bibliometric measurements with peer reviews. In 
practice, peer review remain one of the most accepted methodologies for assessment for 
publications, however, in cases of assessment of applicants or institutions/universities 
bibliometric measures have been introduced as a supportive or supplementary method for 
the reviewers (see for example United Kingdom, Wilsdon et al., 2015). 

There seems to be a dilemma. On the one hand, the percentage of women in science and 
research needs to be improved, given the rates of female students and graduates, but the 
phenomenon of the “leaky pipeline” (Shaw & Stanton, 2012) persists. On the other hand, 
despite numerous efforts to enhance women in science, there are hints that the knowledge 
of the applicant’s gender may influence the assessment in that way that female authors or 
applicants have greater hurdles to pass than their male counterparts.

It is well acknowledged that research disciplines are diverse in respect to their measurable 
outcomes, their (societal) impact and also habits of producing results such as publishing. 
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Therefore, metrics or indicators for appropriate assessment must consider the diversity of 
research and the precisely characteristics of the research output in question.

2.1.4. Patents
Another approach of research assessment is the analytics of patents. Patents are used 
foremost as indicator for R&D Output. OECD and also EU are publishing patent statistics as 
innovation indicators (OECD, 2008), however primarily for the private sector. For example, in 
2003 – 05 more than 80% of patent applications were filed by the private sector, whereas 4%
were only filed by universities (OECD, 2008). 

Patents enable the measurement of inventive activity across various technology sectors and 
at many different levels including individuals (inventors), institutions, regions and countries. 
Thus, patents are a measure of economic impact of research (IP Australia, 2013). 

As to measure impact with patent data, patent citation is suggested as metrics in literature. 
Thereby, citations of patents by other patents (applications) and non-patent literature can be
found as impact indicator (Giuri et al., 2007; Glänzel & Meyer, 2003). Bornmann (2013) for 
example classified patent citation as a good measure for economic and therefore societal 
impact. 

Patents are part of measuring intellectual property in context of research performance 
exercises in statistics, evaluation or allocation of grants. While in statistics mere counting of 
patents is being done, in evaluation (for example Spain university-industry collaboration) or 
allocation (for example Sweden ´The Academic Ranking & Rating Agency´ for allocating basic 
grants) derived patent indicators are being used (Mortensen, 2011). 

Several studies have been conducted to analyze patent data from a gender perspective.

Naldi and Vannini Parenti (2002) presented the first study based on a huge database that 
took sex-disaggregated data analysis of patents (and publications) into consideration. For this
purpose they created a First Name Data Base (FNDB), which is used as basis for analysis 
exercises to date. They gave a comprehensive overview about the inventors’ scenery and 
showed among others things that women inventors are highly underrepresented.

Ding et al. (2006) showed that in the discipline of Life Science a gender gap in patenting 
exists. By analyzing 4227 life scientists over a 30-year period they found that women patent 
40% of the rate of men. The gender gap improved over time but remained very significant. 

Frietsch et al. (2009) analyzed patent applications at the European Patent Organization (EPO) 
of five priority years and overall more than 2.4 million inventors. The study showed that the 
contribution of women increased during the years, however, remains on a very low level 
(highest rate in Spain with 12.3% in 2003-2005 over all disciplines, highest rate of female 
inventors in the field of pharmaceuticals with 21%). For patent activities, the study pointed 
to the correlation that “(.) [the] higher the income of (public and) private researchers, the 
lower the representation of women. Or to put it the other way around: if researchers are 
paid comparatively well, the representation of men is higher“ (Frietsch et al., 2009, p. 597).

Busolt and Kugele (2009) also analyzed patent data of the EPO. In addition to Frietsch et al., 
they looked into the input-output-relation and found a significant research productivity gap. 
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That gap „will increase if the percentage of female researchers is increased without 
improving their output productivity by providing more resources and better working 
conditions at the same time“ (Busolt & Kugele, 2009, p. 120).

Sugimoto et al. (2015) analyzed 4.6 million patents from 1976 to 2013 issued by the United 
States Patent and Trade Office (USPTO) and found that “female patenting is proportionally 
more likely to occur in academic institutions than in corporate or government environments. 
However, women’s patents have a lower technological impact than that of men, and that gap
is wider in the case of academic patents” (Sugimoto et al., 2015, p. 1). The findings apply to 
all disciplines. They also found evidence that women, especially academic women, are more 
collaborative and multidisciplinary than their male counterparts and that the patenting rates 
of women in academia are higher compared to industry, government and individuals. 
Sugimoto et al. (2015) concluded that women find more supporting conditions for patenting 
in academia than in the other sectors. 

2.1.5. Altmetrics
As problems with judging the value of scientific articles have been observed and the value of 
metrics such as the impact factor have been questioned (in terms of their limitations), the 
search for new tools for measuring impact was launched (Neylon & Wu, 2009). New 
measures for assessment of research include metrics such as data analysis of downloads, 
view counts, web citation or link analysis. The web was discovered as profound source 
information related to scientific activities, that may bridge the limitations and flaws of the 
traditional metrics, for example web-based metrics may predict which publications are later 
more likely cited or give more attention to publications or scientific activities in disciplines 
with less citation practice (Zahedi, Costas, & Wouters, 2014). 

Since especially the time gap of reliable citation-based measures is unsatisfying, Neylon & 
Wu (2009) suggested to count downloads in research libraries such as Mendeley, CiteUlike or
Zotero with the argumentation that such reference managers document active interest in the
publication. 

Priem (2010) introduced the term “altmetrics” – another term is for example scientometrics 
2.0 (Priem & Hemminger, 2010) - for describing alternative metrics, retrieved from the web. 
He claims the following advantages:

 Researchers use more and more the web, Zotero and Mendeley store more than 40 
Millions publications, so that activities of scholars can be traced in the web 
respectively in blogs, twitter, and on the online research libraries. 

 Altmetrics include a broader view on the impact such as raw science (data sets, 
codes), semantic publishing (arguments or passages instead of an whole article) or 
self-publishing formats (blogging, comments on existing work).

 Altmetrics are diverse, so that altmetrics are ideal for reflecting diverse landscape of 
research disciplines. 

 Altmetrics are fast, data could be retrieved within days or weeks.
 Altmetrics are open (data, scripts, algorithms). 

Priem postulates the vision that altmetrics could “crowd-source peer review” (J. Priem et al., 
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2010). “In the future, greater participation and better systems for identifying expert 
contributors may allow peer review to be performed entirely from altmetrics. Unlike the JIF, 
altmetrics reflect the impact of the article itself, not its venue. Unlike citation metrics, 
altmetrics will track impact outside the academy, impact of influential but uncited work, and 
impact from sources that aren’t peer-reviewed.” (J. Priem et al., 2010)

The idea of altmetrics as viable alternative or supplement to traditional metrics is discussed 
in the scientific community. Studies show that there is a wide range of possible web tools 
and that they measure research impact, however, a systematic way of research assessment 
by altmetrics seems still to be missing. Even though the possibilities of alternative metrics 
seem very promising, Wouters & Costas (2012) state a lack of critical consideration of the 
quality and the reliability of data and new indicators respectively. Another aspect is the 
individual (author) level that altmetrics usually cover. Other studies have investigated the 
correlations of altmetrics with traditional metrics. These studies have found moderate to 
significant correlations when comparing citations and citation and reads on Mendeley 
(among others, see Thelwall, Haustein, Larivière, & Sugimoto, 2013), but rather weak 
correlations to bookmarks or users tags for physical journals (Zahedi et al., 2014). Studies 
found that Mendeley readership (as indicator) seems to be a major player in the altmetrics 
tool set, since the online reference manager covers high percentiles of publications of diverse
disciplines as well as multidisciplinary journals (Zahedi et al., 2014). 

Summarized one can say that altmetrics or new metrics promise new possibilities to measure
impact, especially in a broader sense (that would also support the measurement of societal 
impact, for example measurement of interactions between science and stakeholders, see 
below). However, as altmetrics are still in the early stages of development and acceptance, a 
general acknowledged conceptual framework is needed for finding a proper place in the 
assessment scenery. Furthermore, it is still research to be done if and how altmetrics are 
suitable for gender equitable measurements.

2.2. Societal Impact of Research
As the measurement of scientific output and performance has been developed and further 
evolved as scientific impact measurement after World War II, the demand for evidence and 
evaluation of research for society arose in the 1990s. The measurement of impact on 
scientific knowledge alone was not enough anymore, but it was asked for evidence for the 
value for society (Bornmann, 2013). This development in science policy is well described by 
the new social contract between science and society (see introduction to the chapter, p. 1).

But what is exactly societal impact of research? And how can it be measured? In the 
following section main findings in literature are briefly summarized.5 The definition of 
societal impact varies in the literature; it is named as third stream activities, social benefits or
social quality, public values or social relevance (Bornmann, 2013). Summarized it is described
as economic, social, environmental and cultural benefits (European Commission, 2010): 

„Economic Benefits, e.g. improved productivity; adding to economic growth and wealth 
creation; enhancing the skills base; increased employment; reduced costs; increased 

5 Please be referred also to Bornmann (2013) who provides a comprehensive literature review on this topic.
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innovation capability and global competitiveness; improvements in service delivery; as well 
as unquantifiable economic returns resulting from social and public policy adjustments.

Social Benefits, e.g. improving people’s health and quality of life; stimulating new approaches
to social issues; changes in community attitudes; influence upon developments or questions 
in society at large; informed public debate and improved policy making; enhancing the ‐
knowledge and understanding of the nation; improved equity; improvements in health, 
safety and security; improved social attachment; and improvements in the level and security 
of political rights.

Environmental Benefits, e.g. improvements in environment and lifestyle; reduced waste and 
pollution; improved management of natural resources; reduced consumption of fossil fuels; 
uptake of recycling techniques; reduced environmental risk; preservation initiatives; 
conservation of biodiversity; enhancement of ecosystem services; improved plant and animal
varieties; and adaptation to climate change.

Cultural Benefits, e.g. supporting greater understanding of where we have come from, and 
who and what we are as a nation and society; understanding how we relate to other 
societies and cultures; stimulating creativity within the community; contributing to cultural 
preservation and enrichment; and bringing new ideas and new modes of experience to the 
nation.“ (European Commission, 2010, pp. 41–42)

The aforementioned listing shows that societal impact consists of multiple dimensions which 
cannot bee seen separately, but often as a mixture or at least with fuzzy boundaries 
(Spaapen, Shinn, Msh-paris, & Marcovich, 2011). In addition to that, when discussing societal
impact one must mention the different geographical dimensions (for example impact is not 
limited to a certain region or country when assessing climate change), and the broad groups 
of stakeholders, who are affected by societal impact; they are identified as: 

„1. policy makers at the intermediary or government level, whose goal is either to use 
research for their own policies, or to facilitate the transfer of knowledge from science to 
society; 

2. Professional users (profit and nonprofit); that is, industry and societal organizations that 
want knowledge to develop products and services (this may refer to researchers who profit 
from developments in other disciplines); 

3. end users; that is, the public at large or individual target groups (for example farmers, aids 
victims).“ (Spaapen, Dijstelbloem, & Wamelink, 2007, p. 79)

As a consequence, several problems are linked with the assessment of societal impact (after 
Bornmann, 2013, p. 219): 

(a) Causality problem: It is not clear what impact can be attributed to what cause. 

(b) Attribution problem: it is not clear what share of impact can be allocated to a 
specific research. 

(c) Internationality problem: Research is international, so that a clear allocation of 
input and impact is impossible. 

(d) Evaluation time problem: Premature impact measurement may result in policy 
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actions that contribute to only short-term benefits. 

(e) Assessment through peer experts instead of indicators is difficult to conduct 
because of lack of volunteers. “Scientists generally dislike impacts considerations” 
and it “takes scientists beyond the bounds of their disciplinary expertise” (Holbrook &
Frodeman, 2011, p. 244). 

(f) Different sciences such as medicine or social science have different research 
results and may affect many different aspects of society, so that it will not be possible 
to have an assessment concept that fits all (Martin, 2011; Molas-Gallart, Salter, Patel, 
Scott, & Duran, 2002). 

(g) Societal impact assessment has to be set in cultural and national context (Molas-
Gallart et al., 2002). 

(h) Societal impact can be negative or positive (Martin, 2011).

Evidently the assessment of societal impact is a very complex business and there are neither 
accepted frameworks nor universally valid indicators for societal impact assessment. 
However, one can find societal impact assessment exercises on national level (Netherlands, 
UK), with grant peer review processes (US National Science Foundation), in studies (with 
primary focus on economic dimension), and not least projects with the purpose to develop 
indicators for this very societal impact assessment. 

Summarized three types of measurements can be differentiated: Measurement with data 
(applicable especially to economic dimension), method of surveys and a case study 
approach. 

In this context, the scope of the European Commission is to “measure what counts” 
(European Commission, 2010). In the report on university ranking, societal impact is also 
discussed and possible indicators are suggested to assess the societal impact, that is external 
research income, number and percentage competitive grants won, research income per 
academic staff or FTE, employability of PhD graduates, commercialization of research 
generated intellectual property (IP), end user esteem, number and percentage funding from ‐
end users (e.g. industry, professions, government, community). Most of the indicators ‐
describe an interaction with extern stakeholders of university. This concept of measurement 
can be found also in other studies, for example in the SIAMPI-project as key approach 
(Spaapen et al., 2011). Spaapen and van Drooge specified the relevant interactions as 
“productive interactions (…) in which knowledge is produced and valued that is both 
scientifically robust and socially relevant.“ (Spaapen & van Drooge, 2011, p. 212) By assessing
these interactions in terms of direct, indirect and financial interactions, the (potential of) 
societal impact could be identified. “By discussing social impact in terms of the three kinds of
‘productive interactions’, it became clear that data could be gathered that can give useful 
information about steps that are necessary to achieve social impact and about the 
relationship with various stakeholders. Also, the researchers became more aware of the 
value of their contributions to social impact. (...) [The] enlightenment function also works for 
stakeholders.“ (Spaapen & van Drooge, 2011, p. 217) By this approach, researchers as well as 
stakeholders and society are becoming more aware of the contribution of research for 
society.
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A similar approach is undertaken by the project SISOP, which tried to conceptualize a model 
for the system Science-Society and Science Production System in a broad context. 
Interactions are the key concept of the project. In the science society systems, scientists and 
scientific institutions interact with other actors (e.g. governments, decision-makers) to 
produce, distribute and use knowledge and artifacts (i.e. products like papers). “The 
performance of science society and science production systems depends significantly on ‐
relationships and information flows between actors within the system and belonging to 
different systems. Policy actions may influence and modify these relationships. The 
performance of these systems depends on a broad range of social, cultural, economic and 
legal factors. These constitute the context in which the system operates.“ (Walker et al., 
2013, p. 23) Measuring impact was done by knowledge sharing, trajectories and also 
automated text analyses as well as scientometric tools. However, the project investigated on 
case study level and therefore used one of the three main measurement types for societal 
impact (discussed above).

Another approach in literature is the attempt to measure the societal impact by indicators, 
analogously to bibliometrics, which have developed well-sophisticated indicators (as 
discussed earlier). It is not surprising that for that purpose indicators that are already used 
are being evaluated and tested. Bornmann (2014) used altmetrics (twitter counts by 
altmetrics.com) in combination with the F1000 peer review system. His analyzes show that 
papers with the tag “good for teaching” (interpreted as tag for impact beyond science, in a 
broader sense) show a higher count of altmetrics, whereas papers with the tag of “new 
finding” (seen as scientific tag) are much more cited according to traditional indicators. He 
concludes that papers aiming for readers outside the research community unfold a certain 
social impact, measurable by altmetrics. “However, it is not clear which kind of impact is 
measured: Does it measure social, cultural, environmental and/ or economic impact? With 
evaluating citations in university text books (impact on education), patents (impact on 
industry) and clinical guidelines (impact on clinical praxis), there are already some approved 
instruments available for the reliable societal impact measurements which could be 
complemented by altmetrics.” (Bornmann, 2014, p. 31)

A further suggestion is to write assessment reports especially addressed to society 
(Bornmann & Marx, 2014). These reports could be a service from science for society, by 
making reliable knowledge available. Bornmann & Marx present „(...) an alternative for the 
measurement of societal impact which, unlike other proposals (see an overview in Bornmann
2012, 2013), has a number of advantages, particularly compared to carrying out case 
studies.“ (Bornmann & Marx, 2014, p. 217) The approach is seen as relatively simple, at the 
same time based directly on the formal scientific communication process. It could be applied 
in every research field and would be therefore comparable. However, the claim that the 
preparing of such assessment reports may be no additional effort has to be questioned and 
also, the societal impact of such assessment reports must still be measured, for example by 
altmetrics. Even if the proposed assessment reports are activities of societal nature, the 
question of measurement of social impact is not really answered.
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2.3. Responsible Research and Innovation
In recent years, the framework for science is discussed as responsible research and 
innovation. From a more detached science the way leads to a science that is more connected
with society. The shifting strategy of the European Union can be seen in shifting goals of 
“Science and Society” (6th Framework Programme) to “Science in Society” (7th framework 
programme) and lately to “Science with and for Society” in Horizon 2020. The interaction and
influence of science seems to change and society has a growing influence on science by “re‐
contextualizing, by ethicisation or simply by advocating democratization“ (European 
Commission, 2009, p. 19). It is asked for the value of science for society and therefore what 
society values (Owen, Macnaghten, & Stilgoe, 2012; see also Wilsdon, Wynne, & Stilgoe, 
2005). 

2.3.1. Responsible Metrics
As consequence to the demand of responsible research, responsible metrics are proposed. 
Responsible metrics can be understood in terms of a number of dimensions (see Wilsdon et 
al., 2015; Wouters et al., 2015): 

 Robustness: basing metrics on the best possible data in terms of accuracy and scope; 
 Humility: recognizing that quantitative evaluation should support – but not supplant –

qualitative, expert assessment; 
 Transparency: keeping data collection and analytical processes open and transparent, 

so that those being evaluated can test and verify the results; 
 Diversity: accounting for variation by field, and using a range of indicators to reflect 

and support a plurality of research and researcher career paths across the system; 
 Reflexivity: recognizing and anticipating the systemic and potential effects of 

indicators, and updating them in response. 
As counterpart to responsible metrics, a deterrent example has been introduced: Bad 
metrics shall be made public in order to raise awareness for an informed and appropriate 
handling of metrics (www.responsiblemetrics.org).

2.3.2. Critical voices regarding research assessment: DORA and Leiden Manifesto
The San Francisco Declaration on Research Assessment (DORA) was initiated by American 
Society for Cell Biology (ASCB) and a group of editors and publishers of scientific journals 
(American Society for Cell Biology, 2013). The declaration criticized the frequent practice of 
research assessment, that is the use of impact factors as proxies for scientific merit. DORA 
promotes the following core themes:

 “the need to eliminate the use of journal-based metrics, such as Journal Impact 
Factors, in funding, appointment, and promotion considerations;

 the need to assess research on its own merits rather than on the basis of the journal 
in which the research is published; and

 the need to capitalize on the opportunities provided by online publication (such as 
relaxing unnecessary limits on the number of words, figures, and references in 
articles, and exploring new indicators of significance and impact).“
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The declaration has got to the heart of uneasiness and criticism concerning assessment 
exercises; a wider discussion of research quality and merits has been kicked off (for example 
Misteli, 2013; Pulverer, 2015; Wilsdon et al., 2015).

One crucial problem of the use of metrics becomes clear: If the indicators are not properly 
used (as intended) and interpreted, so that a “misuse” is to be stated, then the results of 
application of these metrics are meaningless or misleading. These findings lead to another 
declaration or manifesto that appeals to the right use of metrics in order to get high quality 
results: the so-called Leiden Manifesto.

The scientific community of scientometrics is well aware of problems attached to 
quantitative measurements and use of indicators. Therefore, a manifesto was issued. The 
manifesto summarizes the known crucial aspects for dealing with metrics in science to 
ascertain a proper use and interpretation as follows (Hicks, Wouters, Waltman, de Rijcke, & 
Rafols, 2015):

1) Quantitative evaluation should support qualitative, expert assessment.
2) Measure performance against the research missions of the institution, group or 
researcher.
3) Protect excellence in locally relevant research.
4) Keep data collection and analytical processes open, transparent and simple.
5) Allow those evaluated to verify data and analysis.
6) Account for variation by field in publication and citation practices.
7) Base assessment of individual researchers on a qualitative judgment of their 
portfolio.
8) Avoid misplaced concreteness and false precision.
9) Recognize the systemic effects of assessment and indicators.
10) Scrutinize indicators regularly and update them.

The manifesto claims “research evaluation can play an important part in the development of 
science and its interactions with society. Research metrics can provide crucial information 
that would be difficult to gather or understand by means of individual expertise” (Hicks et al.,
2015, p. 431). However, the authors also note that beside quantitative metrics (“robust 
statistics” Hicks et al. 2015, p.431) also qualitative assessment is asked for.
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3. Gendering Diversity, Science, Organizations and Teams 
The aim of this particular review is to synthesize and discuss insights from the field of gender 
research regarding gender diversity in research teams and the effects of gender diversity on 
research outputs. In a way it revisits insights from the preceding chapters now from a gender
perspective. To which degree do we have to conceive of science, its disciplines and 
organizations themselves as gendered? In which way is teamwork affected by gender 
diversity and gender bias and how does this impact the assessment of research 
performance? And to which degree is the very concept of “diversity” or the emphasis on 
“performance” in need of a critical revision when a gender perspective is taken into account?

3.1. Diversity and Diversity Research 
A basic assumption underlying the conceptual framework and the project itself stipulates 
that the world is diverse. Assuming that reality is fundamentally heterogeneous is an 
ontological baseline without which the quest for “diversity” within science would hardly 
make sense. Assuming that reality is diverse suggest striving for diversity as an adequate 
principle for science. This is not necessarily self-evident nor has it historically always been the
case. Quite on the contrary, science was dominated by the “grand narrative” of its progress, 
continuously unraveling the mysteries of nature. Mathematics, as the queen discipline of 
science, believed until the beginning of the 20th century in the possibility of a solid 
foundation (being consistent, complete and decidable) before this supposed bliss-point of 
mathematics was shattered through the work of Kurt Gödel or Alan Turing. Equally, the 
dream of physics to derive the known universe from a set of simple universal laws seems 
continuously receding as with each new discovery, “dark” new questions arise. Science, 
rather than producing a more and more integrated and complete picture of a homogeneous 
reality must be said to complexify our knowledge with each new discovery. 

Feminist philosophers such as Donna Haraway (Haraway, 1991) and Karen Barad (2007) have 
contributed to this post-modern understanding of knowledge, insisting on its always partial, 
framed and fragmented nature. Feminist perspectives on knowledge are congruent with 
other post-structuralist critiques of our logocentric tradition, undermining the belief in an 
essential reality, that is, an origin that is simple, homogeneous and present to itself. However,
if our contemporary assumptions make room for an ontology of “complexity”, “mediation”, 
“difference” or “impurity” among other concepts, then “diversity” promises to become a 
more adequate concept for contemporary science – and its activities. This is the underlying 
ontological assumption upon which a quest for diversity in research teams can build. 

In contemporary Gender Studies, the notion of gender as a binary construction, such as 
woman-man or female-male, has also been problematized, and thus, from this viewpoint, 
“gender diversity”, along with terms such as "genderqueer", "non-binary gender", "gender-
expansiveness", "gender ambiguity", "gender pluralism" or "overlapping gender", describe 
more fluid understanding of gender. In such perspectives “gender” and “sex” are not seen as 
interchangeable or even directly connected, but rather intersecting in various and different 
ways, to take account of such variations as cis-gender, transgender, intersex, agendered or 
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even postgender people and positions. In line with this thinking gender is to a large extent 
seen as contextual and enacted or performed (Butler, 1990; Hearn, 2015; Hill & Mays, 2011; 
Monro, 2005). 

Interestingly, in a move to free the literature on diversity from its logocentric inheritance, 
Phillips & Apfelbaum (2012) propose to put the standard assumption on the “benefits” of 
homogeneity on its head: where much diversity researcher implicitly compares the effects of 
diversity to the de facto standard of homogeneity, the authors suggest to assume 
homogeneity as the aberration and diversity as the new standard! This implies that 
homogeneous teams, even when they work well, do not work “better.” Homogeneous groups
without sufficient level of conflict and an elevated sense of cohesion might enjoy the 
advantage of smooth teamwork but this comes at the price of being “systematically 
inattentive to critical information, perspectives and viewpoints” that do indeed exist but are 
suppressed by group bias and conformity. This perspective, based on the ontological 
assumption of the primacy of diversity, suggest that we should not judge well functioning 
teams according to the “wrong” standard of their homogeneity, but rather on the grounds of 
their approximation to disruptive engagements with reality and with each other. 

Examining more closely the literature on diversity itself, it appears that diversity research is a 
growing field of interest (Ahonen, Tienari, Merilainen, & Pullen, 2013; Knights & Omanović, 
2015) including both more critical and more mainstream approaches. There has been a call 
for a “revitalization” of diversity research, particular in relation to what is being understood 
as the marginalization of the “social justice” perspective as a driver in the field (Ahonen et 
al., 2013; Calás, Holgersson, & Smircich, 2009; B. D. Metcalfe & Woodhams, 2008, 2012; T. 
Miller & Triana, 2009; Zanoni, Janssens, Benschop, & Nkomo, 2010). One central concern 
targets the uncritical usage of diversity categories or attributes that are seen as something 
existing a priori, and that can be studied and/or managed in order to produce desirable 
outcomes for organizations.

“Identities are conceptualized as ready-made, fixed, clear-cut, easily measurable 
categories […] ready to be operationalized as the independent variable  to 
explain the specific phenomenon under study” (Zanoni et al., 2010, p. 13) 

The essentializing of differences goes hand in hand with approaching them instrumentally, 
i.e. as a potential source of value that needs to be activated by virtue of the employment 
relation. What thereby often get neglected however, are the questions of “value”: who 
decides what are valid outcomes of diversity? Towards which ends is diversity beneficial?  
These questions can only be addressed as long as context specific factors and power 
relations are taken into account. Specifically for GEDII one has to remember that questions of
scientific excellence, i.e. productivity or quality of research results, are highly political 
concepts that change across disciplines, countries or organizations. 

Mainstream diversity approaches have been criticized for reproducing often cultural and 
organizational contexts where white heterosexual middle-class men are the norm and 
provide the baseline against which other minorities are judged and managed (Ostendorp & 
Steyaert, 2009; Sinclair, 2000). In the context of gendered organizations, this echoes the 
findings of Joan Acker  (1992) regarding the multiple ways in which organizations and work 
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arrangements themselves have to be understood as gendered and following the masculine 
norm.  A more critical approach to conceptualizing diversity therefore needs to consider “the
ways power and context have (not) been conceptualized and operationalized into research 
practice in the field” (Acker 1992, p.2). 

A starting point for such an approach is available consulting  Harrison & Klein (2007) that 
articulate diversity a three-folded concept that includes disparity, separation, and variety.  
Diversity as disparity concerns the (un)equal distribution of power. In terms of gender and 
science, disparity captures differences in the possession of assets and resources: differences 
in pay, funding, prestige, or (decision making power). Diversity as separation reflects stand 
point or position in terms of values, beliefs, attitudes, or orientation. It concerns differences 
in value judgement that can include deep cultural values and stereotypical assumptions 
regarding the role and competencies of women and men in science.  And finally, diversity 
also alludes to variety which refers to the distribution of views, perspectives, ideas and 
information in general. Specifically for research teams, variety in terms of access to diverse 
and non-redundant information is key for producing innovative results. Often, these 
diverging connotations of diversity are mixed up in research questions on teams and team 
processes. As Harrison and Klein (2007, p.1209) note, different dimensions of diversity are 
addressed by examining for example power relations among teams (disparity), or how 
different knowledge caches between women and men might spark creativity and innovation 
(variety), or when the effect of cohesion and identification upon team processes are 
addressed (separation). 

Congruent with these critical accounts of the diversity literature, where not only the findings 
of mainstream diversity research has been questioned but also underlying ontological and 
epistemological assumptions underpinning them, we will take into account the various ways 
in which gendered power relations gendered value judgments and gendered contextual 
factors (organization and scientific discipline) shape teamwork.  

3.2. Locating Gender Diversity
The question of “gender diversity” in research teams implies to address the current state of 
the art regarding gender differences and similarities. A more detailed discussion of where 
differences are located is indeed necessary since empirical research all too often reduces 
diversity to counting simply the proportion of women and men in work groups. This practice 
implies that differences easily get essentialized and conceived of as fixed attributes that all 
women and men possess per se based on their sex. On the other hand, a more 
constructionist position argues that diversity is not a fixed attribute of the individual but an 
emergent result of social interaction and communication (for an overview, see for example 
Hearn & Louvrier, 2015). The effects of diversity (for teams) are thus not inherent to the 
individual group members but rather need to be located on the level of perceptions and 
beliefs about the “other”. 

Diversity based on sex differences are often seen as static biological differences between 
women and men. Diversity from this perspective would be conceived as permanently 
enhancing or inhibiting team performance based on those fixed biological attributes of 
women and men. Gender differences on the other hand are understood as shaped by 
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societal factors and transmitted through socialization and educational processes, themselves 
rooted in distinct (stereotypical) beliefs regarding women and men. However, research has 
increasingly shown that gender and sex differences and similarities have to be viewed as 
mutually interacting as when social and cultural beliefs shape biological differences and vice 
versa (Wood & Eagly, 2012). What more, the distinction or difference between gender vs sex 
itself needs to be considered as gendered and reproduced in part in the literature on how 
gender effects teamwork. 

Here, Ridgeways definition of gender is helpful, as she defines gender as an “institutionalized
system of social practices within society that constitute people as two significantly different 
categories, men and women, and organize relations of inequality on the basis of this 
difference” (Ridgeway, 2007, p. 312). Since gender is an “institutionalized system of social 
practices” it implies that science and research itself have to be conceived as forming part of 
these social practices. Thus, scientific knowledge production is gendered including the very 
production of sex-differences in much biological or medical research. One example is how 
biological differences are overlooked in favor of conforming these rather fluid differences to a
neat two-sex male/female model (Fausto-Sterling, 2000). Wood and Eagly (2012) show in 
their extensive review of Biosocial Construction of Sex Differences and Similarities in Behavior
that sex differences vary across historical time and cultures. Rather than documenting a fixed
set of large or small sex differences, the authors argue for the “variability of sex differences 
and similarities across contexts” which emerges “as men and women regulate their behavior 
through proximal social psychological and biological processes” (ibid., p.93). Given the 
evidence on the relation between sex- and gender differences, the available literature has 
been scanned to isolate those differences that potentially affect team performance. 

Reported sex differences between women and men exist for example as differences in health
outcomes. Insights are available from gender-inspired critical accounts in medicine or 
transport research. The members of the EUGenMed1 described in a detailed manner the 
differences regarding manifestation and outcomes of cardiovascular disease between 
statistical  groups of men in comparison to women on group level (Regitz-Zagrosek et al., 
2015). Ignoring such differences has lead in the past to wrong and late diagnosis of heart 
attacks especially for women. Similar, there is converging evidence on sex differences on 
group level in pain: gonadal steroid hormones such as estradiol and testosterone modulate 
sensitivity to pain and analgesia (Craft, Mogil, & Aloisi, 2004; Greenspan et al., 2007).

Considering research on sex differences related to team collaboration and communication, 
research from neuroscience regarding emotion processing and empathy have been flagged 
up as relevant (see section Gender and Sex Differences in Social Sensitivity/ Empathy on page
89). Sex differences in empathy provide the foundation for higher level social psychological 
constructs to emerge which in turn affect the quality of the overall group communication. As 
research by Woolley and colleagues has shown (Woolley, Chabris, Pentland, Hashmi, & 
Malone, 2010), the proportion of women in groups improves information sharing and turn-
taking in conversations due to the higher social sensitivity of women. 

Another important strand of the literature to be consulted within the context of the present 
project is research on sex differences in cognitive abilities. Current research has shown that 

1 See http://www.eugenmed.eu
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sex differences regarding cognitive abilities are basically non-existent, suggesting the 
hypothesis of gender similarities rather than differences (Hyde, 2005, 2014).  That is to say, 
that sex differences in cognitive abilities precisely fall short of explaining the huge differences
we observe in terms of study and career choices or vertical segregation in the current science
system.  It  seems much more promising to consult at this point the role of gendered social 
beliefs and attitudes and its effects on research teams. 

In fact, the effects of potential sex differences need to be set side by side with the strong 
social effects regarding gender differences in work groups. Leslie et al., for example states 
that it is the expectations of brilliance in disciplines that underlies the distribution of men 
and women in these disciplines (Leslie, Cimpian, Meyer, & Freeland, 2015). It's not sex 
differences in terms of ability that explains why more men are in STEM fields but rather 
social expectations regarding the necessity of innate talent for success. Since women are 
stereotyped to lack such talent, they do not enter these fields. Similar, Nosek et al., 
(2009) show, that gender-science stereotypes and not actual abilities predict national 
differences in science and math achievement.  Similar, for a long time research has 
scrutinized the impact of surface-level diversity aspects such as age, gender, race on work 
group performance – with mixed results (Qin, Muenjohn, & Chhetri, 2014). However, recent 
findings suggest that what's more important than visible diversity in groups is the “perceived 
diversity” by team members (Harrison, Price, Gavin, & Florey, 2002; Hobman, Bordia, & 
Gallois, 2004; Homan, Hollenbeck, Humphrey, Stephen E. Knippenberg, & Ilgen, 2008). That 
is to say, teamwork is more affected by beliefs about differences by the group members than 
actual surface differences. Team collaboration is affected by the ways team members 
perceive and communicate about differences. The social dimensions of gender diversity 
perception and communication then also puts the spotlight on the potential impact of 
organizational measures to palliate stereotype threat and create favorable “diversity climate”
among employees. 

Considering gender diversity as a social phenomenon implies to consider the value 
judgments attached to gender roles. Here it is important to note that we thereby switch 
registers in terms of how diversity affects teamwork; whereas diversity as 
information/variety is conceptualized as an asset for producing innovative ideas, gender 
diversity as separation instead explores how gendered stereotypes introduce bias into 
research and science.  Rather than boosting performance, gender bias affects research teams
negatively by undermining optimal information sharing. This is important to bear in mind; 
both negative as well as positive effects in relation to gender diversity will be examined in 
their impact on research performance through the GEDII project. 

3.3. Gendering Science, Technology and Innovation
As gender scholars have shown, there are many ways that Science, Technology and 
Innovation (STI) needs to be addressed as gendered (Hearn & Husu, 2011; Walby, 2007). 
Although this is not the place to even try to rehearse the vast knowledge about gender and 
science, some key ideas nevertheless need to be briefly introduced in order to identify those 
aspects that affect teamwork. 

 First, science is gendered in terms of its vertical and horizontal segregation. Vertical 
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segregation means that relatively few women reach the top of the career ladder: 80% of all 
grade A (single highest) positions for researchers are occupied by men and 90% of rector 
positions (European Commission, 2013). First and foremost, gender inequality implies here 
the unequally distribution of resources and access to power between men and women 
within STI. Besides access to decision making positions, this also includes for example the 
wage gap which, according to She Figures 2012, for women in science was higher than the 
overall pay gap in EU-27, namely 25% on average (European Commission, 2009, 2011). The 
vertical segregation and lower access to decision making positions constitutes a key factor to 
bear in mind when considering diversity effects in teams because power differentials skew 
information sharing and competency recognition as the chapter on “Team Science” has 
argued. 

Secondly, a tight association exists between certain aspect of science and more specifically 
technology and masculine culture (Kiesler, Sproull, & Eccles, 1985; Wajcman, 2007). A 
reliance on objectivity, meritocratic and gender-neutral approach to science is quite common
while research itself is often assumed to be conducted in "a culture without culture" 
(Egeland, 2001). Deep cultural values and stereotypical assumptions regarding women run 
across the whole STI spectrum, in the form of (unconscious) bias, that undervalue, neglect 
and disadvantage women. As Husu puts it: 

"What is happening can really be that "nothing happens” or that something that
should happen in your career does not happen: you are not made visible, heard, 
read, cited or quoted, invited, encouraged, get no support and will not be 
validated." (Husu, 2005, p. 23)

Subtle stereotypes operate to the disadvantage of women regarding excellence, career 
progression, decision making, work-life balance and knowledge making (European 
Commission, 2003; Fausto-Sterling, 1981; Xie & Shauman, 2003). These unexamined 
stereotypical assumptions, give rise to procedures and practices that tacitly sanction or 
perpetuate gender discrimination. As the section on Gendered Competency Expectations 
from page 87 onwards will argue, those stereotypes constitute a key factor undermining the 
effective information sharing in groups. 

Analyzing the forms and consequences of gender bias in research content (Schiebinger et al., 
2016) is another prominent expression of the relative invisibility of women in R&D.  
Consistently, professions, knowledge fields and activities coded as feminine enjoy less 
visibility, prestige and status than those coded as masculine. 

Thirdly, innovation  and more precisely innovation policy and funding are gendered: whereas 
regional economic development through knowledge transfer activities, innovation or 
research grants tend to focus on masculine, high-tech innovation that values growth-
oriented profits, women and feminized types of knowledge targeting equality or community 
well-being in such areas as education and health are under-valued (Blake & Hanson, 2005; 
Gray & James, 2007; Parken, 2010; Pecis, 2016; Pettersson, 2007). There exists a gender gap 
in funding (see section on Gender Gaps in Research Productivity and Citations on page 83). 
These structural disadvantages (wage gap, publication gap, funding gap) are important when 
examining the research performance of mixed-teams, since the systematic performance 
“penalty” that is attached to being a woman in science needs to be considered and 
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controlled when comparing the research performance between mixed-gender groups. 

3.3.1. Critical Reflections on “Performance”
The gendered subtext of gender equality policy itself needs to be considered. Gender 
equality policy on the European level that has arguably been shifted away from a rights-
based approach to a more market-oriented one that succumbs to an economic imperative 
promoting a narrow view of well-being and equality (Elomaki, 2015). Garforth & Kerr 
(2009) write about an “uncomfortable juxtaposition of economistic and democratic goals” 
(ibid, p. 384) within gender and science politics. Women are often either seen as an 
underused human resource in economical terms or an underrepresented group with 
references to equal opportunities, which is in line with a liberal democratic equality 
discourse. The consequences of this argument is to address social justice demands basically  
through market mechanisms, that is to say that ”… diversity and equality of opportunity are 
to be brought about through participation in the labor market, not by correcting its structural
inequalities.” (ibid, p.386). 

Feminist scholars have criticized the acceleration of academic life that goes hand in hand 
with the marketization of universities and research performing organizations (Mountz et al., 
2015). Joining calls to resist the “neoliberal and elitist pressures with the academy” with its 
emphasis on efficiency, productivity and excellence (Ball, 2012; Slaughter & Rhoades, 2000), 
the collective of authors  call for a “slow scholarship” that cultivates a caring academic 
culture and processes. Against the production of marketable outputs of quantifiable nature, 
other ways of counting and collective processes are invented to opt-out of the narrowly 
defined metric frameworks of publication counts and citation impacts. In relation to the 
GEDII project, this literature speaks directly to the concerns of finding alternative 
“performance” indicators that are sensitive to this feminist critique of the neoliberal 
university. What this literature (see also Menzies & Newson, 2007) also highlights is the fact 
creative processes can never by totally controlled. A certain “slowness” is necessary to wait 
for events driven by serendipity and opportune moments,  key elements of creative 
processes (Garud, Gehman, & Kumaraswamy, 2011). 

“Under certain circumstances failing, losing, forgetting, unmaking, undoing, 
unbecoming, not knowing my in fact offer   more creative, more cooperative, 
more surprising ways of being in the world” (Halberstam, 2011, p. 3)

Similar, Rönnblom (2009) reminds us that the focus on economic growth regarding gender 
equality depoliticizes understandings of gender and their concomitant power relations. The 
potential depoliticization of gender relations is clearly visible for example through the 
emphasis on performance. Measuring performance implies a comparative perspective that 
systematically associates input with diverging outputs. This type of benchmarking however 
depoliticizes gender equality agendas by “translating political problems of collective action 
into statistical issues of quantification”, embedded in a matrix of competitiveness and 
efficiency that lose track of the complex and contested nature of social injustice (Bruno, 
2009).

The fact that performance is an equally central as well as contested concept is also apparent 
in relation to teamwork itself. Mainstream research on teamwork has been argued to be 
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largely underwritten not only by a gender neutral, but a masculinist discourse of 
performance, management and organization ignoring that managerial practices and 
organizing arrangements have been created for men, by men (B. Metcalfe & Linstead, 2003). 
A large body of research on teams links both the definition and effectiveness of teams to 
performance. Metcalfe and Linstead (2003) show how team output is associated with 
masculinity and performance, conjuring imagery of planning, physical action and achieving 
(Cheng, 1996). Constructions of masculinity are connected to gender performances 
specifically within the work-place (Collinson & Hearn, 1994, 1996; Connell, 1987; Siedler, 
1990). Indeed, masculine identity work rests on playing down emotional sensitivities and 
relations, since stereotypical beliefs regarding masculinity require disengagement from 
feelings and demonstration of control. The notion of control furthermore implies that the 
notion of lack of control can be negatively associated with the feminine. In a team context 
this might mean that exposing personal sensitivities and expressing ‘intimate’ feelings may 
be perceived as threatening and that in order to maximize team performance team members
must at all times play down emotions and sensibilities because this may raise concerns about
team competence and the team’s ability to be in control and to perform (ibid.). 

Gendered discourses in team environments can furthermore be used as a resource during 
concertive control (Hawkins, 2013) i.e. in interactions between team members in which they 
exert pressure on their peers to act in line with a negotiated consensus about team values 
(Barker, 1993, p. 411). These interactions serve to reify the team values as specifically 
masculine. Team members negotiate core team values, translate these into specific actions 
and regulate these actions through concertive control interactions. Hawkins found three 
ways in which gender acts as a resource for these concertive control processes. These are: 
team members’ assumptions about men’s and women’s relative skills and capacities, the 
‘tough’ masculinity of the haulage industry (in which one of the studied teams operates) and 
the regulation of performances of heterosexuality during customer interactions (ibid.). She 
found that gender were not only embedded in the values and managerial style associated 
with teamwork but also integrated into the collaborative process of teamworking itself. 
Hawkins emphasizes that social categories like gender become resources in the regulation of 
conduct at work and can reify hierarchies even in so-called participative practices like self-
managed teamwork.

The insights into the gendered nature of science and gender equality policy, its economic 
underpinnings and tight association with performance suggests a careful revision of the 
gendered nature of research assessment in particular (see the section on Gendering 
Research Assessment  from page 81 onwards). 

3.4. Gendering the Research Context
Teams constitute the fundamental unit of analysis for GEDII. However, as already developed, 
teams are embedded into a wider organizational and disciplinary context that has important 
consequences for their internal processes. A rich tradition exists within gender research that 
has analyzed the gendered subtext of organizations within and outside of the science system.
Similarly, many insights exist on how disciplines are more or less gendered. In the following 
section, key ideas are briefly reviewed in order to prepare the ground for conceptualizing 
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how disciplinary and organizational context needs to be incorporated into our research. 

3.4.1. The Organizational Context of Research Teams
The research on gender and organizations has since the 1970´s very convincingly shown that 
organizations, including academic organizations, are gendered in many respects. The field of 
gender and organization is today multi-faceted and includes so many theoretical perspectives
that it is not possible to speak about it as one theory but rather as several different theories 
and also different research approaches (Calás & Smircich, 2006; Hearn & Parkin, 2003). 
Different ways to analyze how gender operates in organizations have been suggested, often 
along the lines of investigating a gender perspective in relation to organizational 
representations, relations, symbols, culture and power hierarchies as well as the “gendered 
self” as described in the early and influential work of Joan Acker (1992). Conceiving 
organizations as gendered involves examining: the systematic disparities between 
participants in power and control over goals, resources, and outcomes; workplace decisions 
such as how to organize work; opportunities for promotion and interesting work; security in 
employment and benefits; pay and other monetary rewards; respect; and pleasures in work 
and work relations (Acker, 2000, 2006). One example, of how inequalities operates in 
organizations, is through the distributive powers of middle-managers, that is, how decisions 
made about the distribution of tasks and duties to employees affect wages, career 
opportunities, and in more general terms the possibility to influence their working situation, 
the possibility of a career in an organization (Andersson, Amundsdotter, Svensson, & 
Däldehög, 2009). In terms of teamwork, this places interest on those who have the power to 
distribute tasks and responsibilities among team-members and their implicit norms that may 
inform their decisions.

An exemplary article that sets out how gendered organizational structures are woven into 
team processes has been published by Yvonne Benschop and Hans Dooreward (Benschop & 
Doorewaard, 1998). Looking at the Dutch banking sector, the authors compare hierarchical 
(Tayloristic) organizations with flatter, team-based work settings that supposedly offer better 
opportunities for a high quality working life for both women and men. As their results show, 
however, gender inequality is (re)produced in both settings. Benschop and Dooreward 
attribute this to the ”gender subtext” of organizations; a set of power-based processes 
(re)producing gender distinction in social practices through organizational and individual 
arrangements. Central for Benschops and Doorewards analysis of teamwork is the notion of 
the abstract and disembodied ideal worker (Acker 1992). In both the Tayloristic and the team
based approaches the findings of the studies show how the gender subtext of a 
‘disembodied worker’ leads people to assume that men are better suited for certain tasks 
and women for others. Implicit connotations, which ascribe care responsibilities to women 
and qualification profiles to men produce and reinforce unequal opportunities for women 
and men to climb the career ladder. Here, a supposedly more gender egalitarian teamwork 
turns out to repeat deeply entrenched ideas regarding care responsibilities (women) and 
qualifications (men). 

Furthermore, although organization studies with an explicit gender perspective are generally 
becoming more common they often lack an intersectional perspective (Holvino, 2010). One 
problem with analyzes of gender and gender (in)equality in organizations that do not have an
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intersectional perspective is that they risk creating a false and very normative picture for all 
individuals of a certain category. In her later work, Acker has pointed to the importance of an
intersectional perspective in order to change organizational inequalities such as gender 
inequality, arguing that entrenched economic (class) interests, the legitimacy of class 
interests, and allegiances to gendered and racialized identities and advantages makes change
towards gender equality more difficult (Acker, 2006, p. 460). This is also emphasized by  
Hancock (2007).who calls for policy solutions that are attuned to the multiple marginalization
of race, class, gender, or sexual orientation at the individual and institutional levels that 
create social and political stratification.

How gender intersects with other social categories in academia has been criticized for being 
under-researched and invisible in existing research even though some studies are making 
visible and analyze intersections  (Lamont, Mallard, & Guetzkow, 2006; van den Brink & 
Benschop, 2012). An interesting exceptions to this observation is the work of DiTomaso and 
colleagues  (2007) who argue that among research teams in the US, being white and male is 
associated with higher status than being female or belonging to an ethic minority. Similar, 
(Joshi & Knight, 2015) argue for the complex interplay between surface level demographic 
attributes (gender, ethnicity) with other status cues such as educational level and tenure. 
Social affinity with partners who shared similar educational level, gender and ethnicity 
contributed to deference beyond actual task contributions, concentrating mainly status 
among a close network of white males. 

The often unreflexive “doing” of gender (C. West & Zimmerman, 1987) puts the spotlight 
furthermore on policy measures and organizational initiatives that raise awareness of the 
importance of gender among employees.  Much, perhaps most, of the practicing of gender in
an organization is unintentional and unreflexive (Martin, 2006).  Hence, organizational 
initiatives such as gender equality plans can make a huge difference for women (and men) in 
raising awareness about the existence and effects of those unconscious biases. Nishii 
(2012)  for example exposes how organizational policies for building a “climate for inclusion” 
can reduce interpersonal bias and reduce conflict associated with gender diversity. Similar, 
Ely & Thomas (2001) show, how different ways of framing racial diversity on the 
organizational level affects group functioning and conflict management.  Many of those 
organizational policies address the reduction of bias and stereotype threat. As the review by 
Walton and co-authors argues, “[H]igh levels of stereotype and social identity threat can 
undermine people's performance and thus an organization's success” (Walton, Murphy, & 
Ryan, 2015). Organizations can either change cues present in the environment that favor 
stereotypes (e.g. increase representation of people belonging to a minority) or they can 
change how people interpret these cues (e.g. valuing diversity, constructing a diversity 
climate). These initiatives within organizations can change diversity beliefs, i.e. how 
demographic diversity is perceived as either threatening or a beneficial asset (Hentschel, 
Shemla, Wegge, & Kearney, 2013; van Dick, van Knippenberg, Hagele, Guillaume, & 
Brodbeck, 2008). 

3.4.2. The Disciplinary Context of Research Teams
Apart from the organizational context, research has also highlighted the importance of the 
scientific discipline to which research groups pertain and within which they develop their 
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work. Research teams in the field of humanities differ from research teams in natural 
sciences in many ways including implicit values that affect the gendered identity of the “ideal
scientist” (van den Brink & Benschop, 2012). The disciplinary context affects also the 
recognition of expertise (of minorities within this discipline). As Joshi shows, in contexts 
where women are the minority, the majority (of men) fail to recognize women's expertise: 

“Conversely if the discipline in which the team is embedded is male-dominated, 
team members may not have had exposure to visible symbols of female success. 
Team members may assume that female team members are generally less 
qualified than men, and gender may therefore significantly predict expertise 
recognition and utilization (e.g., Ibarra 1992; Ely, 1994)” (Joshi, 2014, p. 5)

The expertise of the minority is then misjudged with overall detrimental consequences for 
the team: 

“Teams with greater proportion of highly educated women were significantly 
more productive in gender-balanced disciplines than in male-dominated 
disciplines. These findings support the argument that the level of gender 
integration in any given discipline can shape the salience of gender as basis for 
the status differences or role expectations among men and women in science 
and  engineering” (Joshi, 2014, p. 27). 

As Joshi observed, the proportion of women in a group (or discipline) influences how well 
their expertise is recognized. The recognition of expertise is also dependent on the strength 
of the gender identification among men. “Male actors who strongly identify with their 
gender are more likely to favor men irrespective of their educational status [...]” penalizing 
women with high educational status (Joshi, 2014, p. 19). 

Interesting insights are also available from the Elsevier report (Elsevier, 2015) regarding 
disciplinary differences in terms of publication count and choice of topics in Germany. The 
productivity gap (see next section) disappears for women researchers in clearly male 
dominated disciplines such as Engineering or Computer Science where they publish on 
average more articles than their male colleagues. Skewed ratios between men and women 
regarding the scientific discipline also affected the choice of research topics: where women 
are under-represented, they tend to choose similar topics as men; in disciplines with more 
balanced gender rations, women tend to focus on different topics. 

3.5. Gendering Research Assessment 
GEDII aims to assess the effects of gender diversity on team performance. For science and 
research teams that means first and foremost bibliometric analysis regarding 
publication/patent (productivity) and quality (citations). However, assessing team 
performance from a gender perspective implies first and foremost to account for any 
systemic inequalities inherent in the science system itself. If publications are the means for 
assessing research performance, we need to account for any systematic disadvantages that 
prevent women from being as productive as men. As the existing literature demonstrates, 
there are indeed structural gender gaps when it comes to social capital, access to funding or 
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publications that translate into the lower performance of women and difficulties for career 
advancement. 

3.5.1. Social Capital 
A vast literature documents disadvantages of women in terms of climbing the career ladder 
that is explained in part due to differences in terms of social capital. Social capital lies here at 
the root of other equally systematic disadvantages such as access to funding or collaboration.
The structure of women's social networks has been identified as an important factor for their
persistent under-representation in top positions (Etzkowitz, Kemelgor, & Uzzi, 2000). Two 
concepts are key: first, “homophily” explains differences in social capital between men and 
women. Homophily refers to the propensity of actors to form network ties with “similar” 
persons in terms of “race”, “ethnicity”, “sex”, “education”, “religion”, or any other dimension 
of interest (McPherson, Smith-Lovin, & Cook, 2001). Contact between similar persons occurs 
at a higher rate than dissimilar people, forming closed social relationships to the detriment 
of the excluded minority. Especially among senior managers and entrepreneurs, men tend to 
have more sex homophilious networks than women do, forming “old boys networks” with 
detrimental consequences for women career advancements  (Kanter, 1977). Subtle ways of 
“doing gender” persist in how networks are build and maintained in academia (L. Berger, 
Benschop, & van den Brink, 2015; Sadl, 2009). 

Second, even for similar positions within networks, women and other low status groups face 
disadvantages in converting their social capital into real advantages such as career 
promotion. That is to say, that women have less advantageous network ties, and even when 
they reach equal or more advantageous position than men, they face difficulties in cashing 
them in (Ibarra, 1992, 1993). Thus, Burt (1998) showed that similar structural positions of 
men and women in terms of their networks within the company had differential outcomes, 
disadvantaging women in their career advancement. Women managers basically lacked 
“legitimacy” in order to cash in their structural position as their male colleagues did: only 
when being connected to high status male managers and “borrowing” their social capital did 
they fare similar in terms of promotion. Interestingly, Burt (ibid.) also highlights the 
intersectional dimension of his finding, arguing that entry-rank men had a similar problem as 
women do in terms of being deemed “suspect.”

3.5.2. Gender and Research Collaboration
The importance of social capital can be spelled out when looking at the gender gaps in 
collaboration among scientists and its subsequent impact in terms of research productivity  - 
which ultimately translates into assets for career advancement. 

As Larivière et al. (2013) argues, women's publication portfolios are more domestic than 
their male colleagues with important consequences in terms of citation impact. As they 
argue, “in the most productive countries, all articles with women in dominant author 
positions receive fewer citations than those with men in the same positions. And this citation
disadvantage is accentuated by the fact that women’s publication portfolios are more 
domestic than their male colleagues – they profit less from the extra citations that 
international collaborations accrue. Given that citations now play a central part in the 
evaluation of researchers, this situation can only worsen gender disparities.” (ibid., p. 212 
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emphasis added). 

Looking at the available evidence regarding gendered collaboration differences, however, the
results are not very consistent. Cole & Zuckerman (1984) or Lee & Bozeman (2005) suggest 
that men outperform in women in terms of research collaboration whereas (Bozeman & 
Gaughan, 2011) or (Abramo, D’Angelo, & Murgia, 2013) suggest that women scientists have a
greater capacity to collaborate than men. Gaps persist apparently on the international level 
where women engage less in international collaborations than men (Abramo et al., 2013; 
Uhly, Visser, & Zippel, 2015). When comparing these insights with the study published by 
Elsevier (2005), a different picture emerges: for Germany, female-only publications are the 
most internationally collaborative while mixed-gender publications are more interdisciplinary
and less internationally collaborative. 

Considering domestic collaboration, Kegen (2013) argues in her work on the German 
“Excellenz Initiative” that gender homophily did not significantly correlated with research 
collaboration patterns. Unlike the common assumption, “sex does not play a considerable 
role in joint activities of scientists in cutting-edge research institutions” (ibid., p.73). 

3.5.3. Gender Gaps in Research Productivity and Citations
A persistent gender gap exists with regard to research productivity, i.e. in differences 
between women and men regarding publication output (Abramo, D’Angelo, & Caprasecca, 
2009; Symonds, Gemmell, Braisher, Gorringe, & Elgar, 2006; Xie & Shauman, 1998) and 
patents (Busolt & Kugele, 2009). Recent data from the Netherlands suggest that these gaps 
are closing for younger generations of scientists  (van Arensbergen, van der Weijden, & van 
den Besselaar, 2012). 

A study of Larivière et al. (2011) found that women at universities in Quebec receive less 
research funding than men and that women “are generally less productive in terms of 
publications, have a more restricted and local network of collaborators, and are at a slight 
disadvantage in terms of the scientific impact of their publications as measured by citations.” 
(ibid., p. 494) The study observed the tendency of women to collaborate more with local 
partners than those from abroad. This finding supports the idea that family responsibilities 
“could reduce the mobility of researchers and their levels of international collaboration.” 
(ibid., p. 494)

A study by West et al. (2013) analyzed the phenomenon of self-citation, looking into 1.6 
million papers with 40 million citations, of which one million were from scholars referring to 
their own work. The findings showed that men cited 56% more likely their own work than 
women. In some male-dominated fields such as mathematics, the gender gap was even more
evident, with men who cited themselves about 84% more likely than women. As the authors 
argue, gender inequity is far from disappearing in science looking at publications: 

“For instance, even where raw publication counts seem to be equal between 
genders, close inspection reveals that, in certain fields, men predominate in the 
prestigious first and last author positions. Moreover, women are significantly 
underrepresented as authors of single-authored papers. Academics should be 
aware of the subtle ways that gender disparities can occur in scholarly 
authorship.” (ibid., p. 1)
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Maliniak and co-authors (2013) conducted a study of citation and publication patterns 
focusing on the gender in the field of political science on 12 peer-reviewed publications 
between 1980 and 2006, that is 3,087 articles. They show a very clear citation gap between 
men and women where men are much more cited than women. The study shows „that 
women will have lower citation counts all else equal. Moreover, the bias stems not from a 
difference in quality or choice of research strategy, but from underlying behaviors (fewer self-
citations by women, and more within-gender citations)“ (ibid., p. 27). Women are promoting 
themselves much less than men, as they are doing for example much less self-citations; the 
citation patterns show also that citations are rather along gender lines, that means that men 
favor citations of men and women favor citations of women (ibid.). 

Interesting findings are also available from the Elsevier report “Mapping Gender in the 
German Research Area” (Elsevier, 2015). Consistent with other studies, the report highlights 
that women researchers in German tend to be less productive than their male colleagues 
and have a lower citation impact. However, women publish more than men in Energy, 
Engineering, Computer Science, Material Science, the Earth and Planetary Science, Physics 
and Astronomy – all of which are male dominated disciplines. Regarding citation impact, 
gender gaps occur primarily at the junior and middle-senior level but are more balanced at 
the senior level.  

Several authors have also addressed the reasons for this “productivity puzzle” (Cole & 
Zuckerman, 1984), that refers to gender disparities in science and technology publication 
rates in terms of “whether this is caused by gender bias, childbearing and caring 
responsibilities, other variables – or a combination of these.” (Wilsdon et al., 2015, p. 92). In 
general, several explanations have been proposed to explain this gender gap, including 
scientific ability, self-selection, social selection, and accumulated disadvantage. 

Sex differences regarding women's and mens differing cognitive and other abilities usually do
not satisfactorily explain the gender gap in productivity. This finding is supported by the fact 
that girls tend to outperform boys at all educational levels, which also contradicts this 
assumption (Buchmann, DiPrete, & McDaniel, 2008; Pekkarinen, 2008). A combination of 
other factors which are partly choice (self-selection) and partly based on social selection 
further contribute to explanations regarding the gender gap in scientific productivity. Child 
rearing and other care responsibilities that affect women more than men translate into less 
time for research and therefore a lower scientific performance in the early career (Long, 
1992; Symonds et al., 2006). While being able to catch up more or less with male researchers
later on in their career, the initial lower productivity has a negative effect on women's 
careers (Fuchs, von Stebut, & Allmendinger, 2001; Hunter & Leahey, 2010; Karamessini, 2003;
Prozesky, 2008). However, other studies indicate that the academic career of female 
scientists does not suffer from parenthood (Cole & Zuckerman, 1991; Fox & Xiao, 2013).

Women researchers have a lower degree of specialization, tend to work in other disciplines, 
tend to focus more on teaching, tend to work at universities and departments with lower 
reputation, and have a less developed international collaboration and co-authoring network 
(Allison & Long, 1990; Bland, Center, Finstad, Risbey, & Staples, 2006; Carayol & Matt, 2006; 
Dundar & Lewis, 1998; Leahey, 2006; Lee & Bozeman, 2005; Prpić, 2002; Puuska, 2010), 
which all affects performance and career in a negative way. 
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Leahey suggests that specialization is conditioned by differences in professional ties: men's 
wider and more diverse professional networks may allow them to find collaborators whose 
interest overlap more easily and thus specialize whereas women's smaller and more 
homogeneous networks require them to branch out to other substantive areas inhibiting 
disciplinary specialization affecting their overall research productivity  (Leahey, 2006, p. 774). 

Furthermore, women receive less academic support and mentoring than men (Fuchs et al., 
2001; Landino & Owen, 1988). This may be a disadvantage for women too, as academic 
careers depend on support by academic mentors (Van Balen, Van Arensbergen, Van der 
Weijden, & Van den Besselaar, 2012). A slower career progress recursively may lead to less 
research and more teaching (Snell, Sorensen, Rodriguez, & Kuanliang, 2009), and 
consequently to less scholarly productivity. The accumulation of all these self and social 
selections over time leads to cumulative disadvantage.

However, over time gender roles and responsibilities in family life are changing (Prozesky, 
2008; Xie & Shauman, 1998) , which may also influence work and career orientation of 
women. Recent data suggest that the performance gap has been closed for PhD students 
(Ceci, Ginther, Kahn, & Williams, 2014; D. I. Miller & Wai, 2015). If this is indeed a slow and 
generational process, one would wonder whether this gender performance turn has also 
reached the research system, first of all the generation of early career researchers.

3.5.4. Gender (Un-)Biased Metrics?
That bias in research assessment plays a role was very clearly put on the agenda when 
Wennerås and Wold (1997) published their results of a study on grant decision-making. They 
showed that not meritocracy was the standard, but cronyism: having friends in the relevant 
committees proved to help considerably in getting a grant. On top of that, they also showed 
the role of gender bias: women needed a substantially (160 per cent) higher performance 
than male researchers to be successful in biomedical grant applications. Replicating that 
study some ten years later, Sandström and Hällsten Sandström & Hällsten (2007) found again
nepotism, but no sexism anymore: female researchers even had a slightly better chance than 
male researchers. Obviously, the council studied in both papers changed its gender policy in 
the meantime.1 After the Wennerås and Wold study, quite a few other studies found that 
that gender matters, but some evidence suggests differently in different disciplines. For 
example, a Dutch study showed that in science fields female researchers received positive 
evaluations and high success rates, even higher than could be expected from past 
performance. In contrast, the life sciences were characterized by negative gender bias, as no 
substantial differences between track records of unsuccessful women and successful men 
were found (Brouns, 2000).

The main problem with most studies arguing that no gender bias exists is that they do not 
take performance into account at all. This is also the case with recent meta-reviews (Marsh, 
Bornmann, Mutz, Daniel, & O ’mara, 2009; Mutz, Bornmann, & Daniel, 2012), claiming that 
gender bias no longer exists in peer review. These studies do not refer to performance, but 
look only at the success rates.

Partly based upon these experiences, there are also attempts to create gender unbiased 
metrics. Given the differences of men and women in the quantity of research output, that is 
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“on average, males publish more papers than their female counterparts, a trend that is 
consistent across scientific disciplines and exists even when obvious mitigating factors are 
taken into consideration” (Symonds et al., 2006, p. 1), the authors suggest “that female 
researchers produce fewer but higher quality publications“ (ibid.) and therefore, quantity 
and quality of the articles should be taken into consideration when assessing performance. 
For that purpose they proposed a derived h-index, namely a residual h-index that considers 
the relation of quality and quantity in order to create an unbiased metric. 

Abramo, Cicero, & D’Angelo (2015) investigated if it would be helpful to separate the 
measurements of research performance of scientists by gender. They looked into the 
performance of Italian professors and compared the ranking lists with and without 
separating gender. As a result, female professors moved up in the ranking lists in 70% of the 
covered disciplines: the performance of these women would be rated more positive if 
compared only with peers of the same gender. However, they did not recommend this 
approach, but left it open to decision-makers and policy if a segregated assessment is 
desirable or not (ibid.). 

3.5.5. Gendering Social Impact
As the review on research assessment argues, determining the social impact of research is 
complicated. There is no simple method or process that would allow to determine the value 
of research beyond the standard bibliometric indicators. Partly, the problem has to do with 
the “worth” of research which always depends on the needs it actually aims to address. And 
since end-user needs change in time as well across different social groups, the social impact 
can seldom be assessed in a straightforward manner. 

However, when looking at social impact from a gender perspective, the integration of a sex 
and gender dimension into research needs to be considered. One of the central insights put 
forward by Schiebinger et al., (2016) is the fact that the integration of a gender perspective 
affects directly the quality, relevance and applicability of research and development. By 
integrating more diverse viewpoints during development processes and especially taking into
account gender aspects, the end-product (or research outcome) addresses also a  more 
varied user needs which improves its relevance and applicability  (Pollitzer & Schraudner, 
2015). From this perspective, the integration of a gender perspective is considered by some 
funding agencies as a quality criteria to be taken into account during funding decisions.  The 
gender perspective also forms part of the wider framework of Responsible Research and 
Innovation, that precisely aims to bind research closer back to societal challenges and 
needs2. 

Another attempt to measure social impact is based on Almetrics, i.e. the impact certain 
publications have throughout the social networks. Despite the already mentioned difficulties 
of Altmetrics, except an article published by Paul-Hus et al., (2015)  little evidence is available
regarding the a potential gender gap in social media metrics. 

2 See for example RRI Tools http://www.rri-tools.eu
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3.6. Gendering teamwork 
The following section focuses specifically on the social psychological aspects of teamwork 
and how gender needs to be considered from this analytical perspective. 

3.6.1. Gendered Competency Expectations
As described in the chapter on Team Science, formal and informal hierarchies in work teams 
can affect group performance in different ways. One approach that details with great care 
how gender affects and is affected by hierarchical relations in groups is expectation-states 
theory as developed by Cecilia Ridgeway  (Ridgeway & Smith-Lovin, 1999; Ridgeway, 2007, 
2011). Status, as an informal hierarchical relation among group members, conditions the 
competency expectations among members which in turn conditions which information is 
elaborated and how it is shared. Status has to be seen as related but distinct from formal 
hierarchies in organizations where authority and power are institutionally fixed. Whereas 
formal status differences are tied to institutional positions that individual may or may not 
occupy, informal status is often linked to diffuse status characteristics of actors – such as 
gender, age, race, ethnicity – around which evaluations and beliefs are organized (Berger, 
Rosenholtz, & Zelditch, 1980). The effects of gendered status expectations resemble the 
effects of power relations within groups at large: they limit information sharing in important 
ways, silencing often non-redundant and most valuable information form low-status/low-
power members.  

According to expectation-states theory, inequalities in status evolve rapidly in groups of 
strangers and once established prove to be highly persistent (Berger, Cohen, & Zelditch, 
1972). In groups where women and men interact, the status of group members initially is 
derived from pre-existing cultural stereotypes. Gender stereotypes have diffuse general 
status beliefs attached to them – men are seen as more agentic and competent than women.
Women appear as less competent, but better in care giving and communal tasks, although 
these tasks are less valued (Fiske, Cuddy, Glick, & Xu, 2002; Glick et al., 2004). Thus, being 
white and a man is associated with a higher status than being a woman or belonging to a 
minority (DiTomaso et al., 2007; Haines, Deaux, & Lofaro, 2016). 

Different evaluations associated with gender thus generate different gender biased 
competence expectations in groups that structures opportunities to participate in 
discussions, claim credit, influence group decisions or evaluate group results. Since status 
differentials distribute power and resources in groups, it has implications for group dynamics 
and communication, even though status differentials might be totally unrelated to the task at
hand. “The theory implies that compared with those lower in status, high-status actors are  
granted more (and take more) action opportunities, make more task contributions 
(performance outputs), have their contributions evaluated more positively, and exercise 
more influence.” (Simpson, Willer, & Ridgeway, 2012, p. 154). Diffuse status beliefs such as 
those based on gender operate independently of the actual competencies available and 
required: often, competencies are biased because they are under- (in the case of women) or 
over-estimated (in the case of men) in relation to the actual task-relevant expertise (Berger 
et al., 1980). The competency expectations of individual members in groups is the product of
these diffuse/background status beliefs and explicit/foreground status beliefs that reflect 
actual task related experience. Importantly, the relative salience of diffuse competency 
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expectations is dependent upon the context in question. 

The strength of these biasing effects is proportional to the relevance of gender to the goals 
of the setting (Berger, Fiske, Norman, & Zelditch, 1977; Wagner & Berger, 1997). The effects 
of status beliefs are already detectable in mixed sex groups. However, cultural beliefs about 
gender bias competence and status expectations operate most powerfully in contexts that 
are strongly linked to one sex or the other, such as childcare, the military, nursing, or 
engineering. Research shows that gendered competency expectations vary across scientific 
disciplines, depending precisely upon the relative minority status of women. When certain 
team members are a minority, such as for example women in many engineering disciplines, 
gender stereotypes regarding competency expectations remain relatively strong – as 
previously mentioned. 

However, besides the gender composition of the environment (discipline, organization, team)
there are further factors that influence the status of individual group members. Status 
attainment is linked to trait dominance of persons as well. Members with a more assertive 
character emerge easier as group leader, even though they do not necessarily possess more 
task competence. Among the Big Five personality dimensions “...Extraversion was the most 
important individual difference in predicting status in face-to-face groups” (Anderson, John, 
Keltner, & Kring, 2001). Neuroticism was dependent upon gendered role expectations: 
neurotic men were perceived as less capable leaders. The strength of the personality trait 
clearly emerges when considering that trait dominant people are perceived as competent 
even when they are not – to the potential detriment of more competent but less assertive 
individuals of the group (Anderson & Kilduff, 2009). The importance of trait dominance can 
also be seen by the fact that it predicts more consistently than any other individual-
difference dimension who emerges as leader in the group (Lord, de Vader, & Alliger, 1986). 
The importance of personal traits for status attainment implies that in order to identify the 
role of gender for biased competency expectations, it needs to be set side by side with the 
influence of personality traits.  

In a recent research article, Joshi & Knight (2015) show that education and tenure, two 
explicit status cues, predict asymmetric deference at the individual level in science teams 
much more reliably. Highly tenured and educated team members were more likely to 
received consultations from others and see their recommendations valued than lower 
tenured and educated members. Other, non task relevant demographic attributes including 
gender and ethnicity did not function as powerful status cues and did not directly predict 
individual deference. Although this contrasts to a certain degree with the predictions made 
by expectation states theory, it actually confirms it, since gender and ethnicity are diffuse 
status cues whose salience depends to a large degree on context: team members that have 
been working together and know each other are likely to ground status beliefs upon more 
task relevant criteria such as education and tenure than non-related demographic cues such 
as gender.  However, gender and ethnicity nevertheless influenced who defers to whom 
through social affinity ties. Team members tend to develop social affinity ties (friendship, 
stronger interpersonal relations) to others with whom they share the same demographic 
attributes which biases in turn deference, “above and beyond perceived task contributions” 
(ibid., p.78). As a result, when deference is based on social affinity instead of perceptions of 
task  contributions, team performance is diminished instead of enhanced. That is to say, 
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those teams that manage to rely on task-based deference tend to perform better since the 
bias inherent in homophily based networks is avoided. 

Overall, research has shown that gendered competency expectations tied to status 
differentials can affect interaction of group members in several ways (Ridgeway & Bourg, 
2004). Status differentials can become apparent by observing the (a) frequency of 
participation, (b) the frequency of interruptions, (c) gaze and gesture dominance, or (d) the 
usage of tentative speech. For example, research with sociometric badges has evidenced 
differences in gendered participation in group tasks as a function of tie strength and group 
size. Women tend to talk much more than men in gender-homogeneous small groups but 
less then men gender mixed large groups  (Onnela, Waber, Pentland, Schnorf, & Lazer, 2014). 

The differences in status beliefs can be observed through differences in communication and 
interaction styles. Women show greater communality and other-directedness and men 
greater agency and self-assertion (Carli, 1989, 2006, 2010). Men display more status 
asserting, dominant and negative communication while women are socialized to display 
warmth, support, empathetic and related positive social behaviors, a fact that also shows in 
gendered language uses (Mulac, Bradac, & Gibbons, 2006; Newman, Groom, Handelman, & 
Pennebaker, 2008). Women use more tentative, deferential speech and this speech forms 
makes the speaker appear less convincing. As Linneman (2012)  argues, women use “uptalk” 
more frequently, for signaling uncertainty or as a compensatory strategy to assuage 
conflicting gender roles as the authors argue. 

In sum, gendered competency expectations provide an important element for 
conceptualizing the influence of gender on teamwork. Power relations in the form of 
gendered status beliefs or formal rank condition competency expectations that can become 
manifest through interaction styles and communication patters. Gender bias in working 
teams hinders the optimal elaboration of information as when valuable ideas from low status
members get silenced. 

3.6.2. Gender and Sex Differences in Social Sensitivity/ Empathy
The second strand of research for conceptualizing the impact of gender on research teams 
deals with sex differences regarding social sensitivity and empathy. Some research evidence 
is available on sex differences regarding empathy that points to an advantage of women in 
terms of recognizing and interpreting emotions of others. These processes seem to be linked 
to better performance of “perspective taking”, a fundamental ingredient for integrating 
diverse perspectives. 

One research strand whose argumentation runs along these lines comes out of work carried 
out by Anita Woolley and colleagues who have observed that the “collective intelligence” 
factor of human groups is predicted by the proportion of females in the group (Woolley et 
al., 2010). As mentioned, what predicts the collective intelligence of the group is not so much
the sum of individual intelligence factors but the average social perceptiveness of group 
members (Woolley, Aggarwal, & Malone, 2015). The fact that the proportion of women was 
also a strong predictor for the collective intelligence was explained by the fact that women 
usually score better in the “Reading the Mind in the Eyes” test (Baron-Cohen, Wheelwright, 
Hill, Raste, & Plumb, 2001). Women appear to have a higher ability to recognize other's 
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nonverbal emotional expressions and mental states. 

Publications on ex differences in empathy provide an entry point to explain the higher scores 
on social perceptiveness of women. Empathy can be understood as a three-fold construct 
that involves (1) emotion recognition, (2) perspective taking and (3) affective responsiveness 
(Derntl et al., 2010). Men and women seem to activate different neural network regions 
when solving emotional tasks: “while females seem to recruit more emotion and self-related 
regions, males activate more cortical, rather cognitive-related areas” (ibid.). An 
encompassing review on “Empathy: Gender effects in brain and behavior” (Christov-Moore 
et al., 2014) argues for the phylogentic and ontogentic roots of sex differences in empathy. 
Although motivational differences have been recognized to affect study outcomes (“females 
are motivated to try harder to understand other people's feeling during the task if they think 
that what is measured is relevant to a stereotypical female role”), they cannot explain female
advantages in automatic/unconscious nonverbal perception, or female advantages in 
populations that do not exhibit social desirability biases, such as nonhuman animals and 
infants. Women seem to have a greater ability to perceive and respond to positive facial 
emotion at an automatic processing level compared to men (Donges, Kersting, & Suslow, 
2012). Study on conscious face recognition found similar results: Women more readily 
recognize images as faces but also more often; showing superior skills in facial affect 
recognition (Pavlova, Scheffler, & Sokolov, 2015). However, research in this area is contested 
also when using recent neuro-imagining technologies for detecting differences in neuronal 
activity patterns (Kaiser, Haller, Schmitz, & Nitsch, 2009). Both, the combination of different 
socialization processes for women to more communal behavior as well as certain sex 
differences regarding empathy and emotion processing could explain the observed 
differences in social sensitivity in Woolley's et al. (ibid.) experiment.  

There are also some studies that describe the role of women for developing a collective 
emotional intelligence (Curşeu, Pluut, Boroş, & Meslec, 2014). Collective emotional 
intelligence  is defined as the ability of a group to develop a set of norms that promote 
awareness and regulation of member and group emotions. Due to their higher social 
sensitivity and relational orientation, women promote the emergence of collective 
competencies by facilitating the coordination of individual competencies during social 
interactions. “We find that the percentage of women in the group positively influences 
collective emotional intelligence” (ibid.). 

In summary, in the same way that gendered status beliefs inhibit information sharing in 
research teams, now it is argued that sex and gender differences in social sensitivity can be 
supportive of group processes. Gender balanced groups appear to have better chances to 
create an integrative communicative environment. 

3.6.3. Sexual Harassment 
From the arguments of Metcalfe and Linstead (2003) about teamwork and the strong 
association to a masculinist discourse emphasizing effectiveness and performance above as 
well as in (Hawkins, 2013) accounts on gender discourse as a mean for concertive control 
mechanisms in teams, it follows that team members and indeed mainstream teamwork 
research seldom addresses the link between individuals gendered experience as team 
members with that of other team members or team processes and how this may be linked to
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productivity or performance. One example of how individual experiences of gender 
oppression in organizations operate on a team level is sexual or gender harassment 
processes. Earlier research has shown that harassment is an “organisational stressor” that 
has significant, negative outcomes for targets including low job satisfaction, psychological 
distress, anxiety, and depression, job loss, career interruption, increased turn over, and 
absenteeism (Fitzgerald, Drasgow, Hulin, Gelfand, & Magley, 1997; Raver & Gelfand, 2005). 
According to Fitzgerald, Gelfand, & Drasgow (1995) sexual harassment is a behavioral 
construct consisting of three dimensions:

(1) gender harassment: insulting verbal and nonverbal behaviors conveying insulting, 
hostile, or degrading attitudes toward women;

(2) unwanted sexual attention: verbal and nonverbal behaviors that are  offensive, 
unwanted and unreciprocated (e.g., unwanted touching or grabbing; repeated and 
nonreciprocal requests for dates), and

(3) sexual coercion: behaviors using bribes or threats, and/or making job-related 
benefits contingent upon sexual cooperation.

Later, Magley, Waldo, Drasgow, & Fitzgerald (1999) have defined gender harassment as 
consisting of two distinct dimensions: sexist hostility, which comprises insulting verbal and 
nonverbal behaviors based on gender (e.g. making offensive sexist remarks), and sexual 
hostility, which comprises insulting, explicitly sexual verbal and nonverbal behaviors (e.g., 
repeatedly telling sexual stories). 

Raver and Gelfand (2005) proposed that high levels of “ambient sexual harassment” (see 
Glomb et al., 1997) would be associated with high levels of team conflict, low levels of team 
cohesion, and low levels of team citizenship behaviors. It was further proposed that these 
mediating processes would subsequently be associated with teams' financial performance. 
Discretionary stimuli are “characteristics of a work environment that are transmitted to 
individuals differentially; ambient stimuli pervade a group setting and are potentially 
available to all group members” (ibid., p.388).  Whereas earlier research has suggested that 
ambient sexual harassment explained variance in individuals' outcomes that went beyond 
the variance accounted or by being a direct target of sexual harassment. Raver and Gelfand 
study provides the basis for conceptualizing sexual harassment as having team level 
influences and direct effects on teamwork outputs. 
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4. Integrating Insights from Team Science, Research 
Assessment, and Gender Studies
The literature review so far has targeted three knowledge areas separately: we have 
gathered evidence on the factors that influence team work, how research assessment should
be carried out and how Science, Technology and Innovation can be understood as gendered. 
In a subsequent step, these loosely connected areas need to be combined into a coherent 
conceptual framework specifically targeting how gender (diversity) affects team work and 
their performance. It is the intersection of these three knowledge fields that interest us now 
and that not only needs to be spelled out but also operationzalied for our empirical work. 
The formulation of the conceptual framework at this stage also needs to specify existing gaps
within the literature and open questions in order to anticipate problematic issues for our 
own project but also identify possible contributions for downstream research. 

The conceptual framework will have to guide the case studies, the development of the 
questionnaire and the Gender-Diversity Index (GDI). The operationalization of the identified 
concepts therefore can vary quite substantially. During the case studies, the key dimensions 
of team performance will be mainly implemented through concrete questions in the semi-
structured interview guides. In addition, quite limited survey measures will be used to 
contextualize sociometric badges data. For the cross-national survey on the other hand, 
extensive scales will be deployed to collect data on team demographics, team climate,  
network structure, and other than bibliometric performance measures.  

The next section will give a quick summary of the key dimensions for assessing the impact of 
gender diversity on research performance. This includes on the one hand variables that 
directly affect team processes and on the other hand control variables in order to distinguish 
gender effects from all the other factors that affect team performance. 

4.1. Delineating “Teams” and “Research Collaboration”
A crucial question to be addressed by the conceptual framework concerns the criteria that 
define team membership. Since research teams are the basic reference unit for measuring 
research “performance”, membership criteria need to be defined with great care. Where we 
draw the line between “core” team members vs. external collaborators for example will 
affect substantially the “performance” score of the group. Both, collaborations among core 
members but also with members of other teams or other individuals, influences idea 
generation and work processes within the team. Advice networks often span well beyond the
actual research team and constitute important sources of diverse knowledge and 
information assets that has an impact on the overall performance. Thus, the logic upon 
which we decide that a certain person pertains to the “core” team or rather is an external 
collaborator needs to be clearly specified. This is all the more important, since a clear-cut 
and widely accepted definition of what constitutes a “team” or a research collaboration does
not exist. 
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As outlined, for the purpose of the current project, team membership will be based on a 
formal – organizational criteria, preferably based on labor contract, stipends, fellowships. 
This includes team members across the whole available staff categories from lab assistants to
team leaders. For research groups operating in private institutions, membership will be 
defined through some form of paid working relationship (which also includes for example 
more or less permanent freelance collaboration with team members). Making team 
membership dependent upon an organizational criteria also emphasizes and acknowledges 
the role of the organizational context for team work.  Endorsing furthermore the importance 
of additional team-external ties, a “collaboration” will be defined as any type of exchange of 
ideas, the provision of feedback or information that happens with non-team members. This 
corresponds with Bozeman & Boardman (2014, p. 2)  suggestion that the provision of 
resources alone does not qualify someone as collaborator; however the simple discussion of 
an idea – however fleetingly – does qualify as a collaboration and should be considered. 
Research projects such as European ones, are conceived as research collaborations but not 
as teams.

4.2. Team Performance and Gender Diversity
A major challenge for the current research project consists of isolating the influence of 
“gender diversity” among all the other factors that affect team performance. Hence, the 
proposed integrated framework delineates the positive and negative consequences of 
gender diversity on teams but also specifies a host of other variables affecting research 
performance that are only indirectly or not at all related to gender. 

Put bluntly, team performance is dependent upon available resources and a team's capacity 
to use and transform these input resources into research output. A gender perspective 
becomes relevant where issues such as the unequal distribution and access to resources (e.g.
funding) are considered. It also extends to a wider analysis of  the various ways science, 
technology and innovation are gendered. More specifically, however, our primary concern 
focuses on how gender bias and stereotypes affect research groups in their ability to 
recognize and utilize the expertise available among their members. In what follows, the main
issues relevant from a gender perspective are briefly summarized. 

4.2.1. Gendered Status Beliefs

First, expectation states theory shows that gender stereotypes can affect how competent 
people appear to others. The underlying reason for this misjudgment is that gender 
stereotypes imply status hierarchies: being white and a man is associated with a higher 
status than being a woman or belonging to a minority (DiTomaso, Post, Smith, Farris, & 
Cordero, 2007; Haines, Deaux, & Lofaro, 2016). Especially in contexts where gender is salient 
– such as meetings between strangers or for strongly gender-typed tasks – gendered status 
beliefs project competency expectations upon team members that do not necessarily match 
their actual task expertise. Research has also shown that these competency expectations are 
contingent upon a series of team- and organizational context variables. Diffuse status cues 
such as gender or ethnicity are more salient in more centralized and shorter-tenured groups 
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whereas specific status cues such as task relevant expertise are more prevalent in 
decentralized and longer-tenured teams (Bunderson, 2003). In addition to tenure and 
centralization of power, the organizational context has been identified as affecting 
information sharing within groups (see below). 

4.2.2. Homophily & Social Affinity

Second, gender can also affect team performance through social affinity ties  (Joshi & Knight, 
2015). Social identity theory highlights how insider/outsider categorization affects work 
groups, for example through “group think”, “homophily” or network closure in general. Their 
research demonstrates on the one hand that attributes that are directly relevant to the task 
such as education and tenure are more relevant for deference than surface level attributes 
such as gender or ethnicity. However, social gender identity and the concomitant 
categorization of group “insider” vs. “outsider” affects team performance due to social 
affinity ties. Homophily based on educational level, gender and ethnicity affect who defers to
whom with detrimental consequences for performance: “Teams that rely on task-based 
deference perform better than those that rely on social affinity-based deference” (Joshi & 
Knight, 2015, p. 79) In contrast, Kegen (2015)  observed no homophily relations among 
women scientists of the German Excellence Initiative. What this suggests is that research 
teams that manage to share their expertise less on secondary, diffuse status cues such as 
gender perceptions or other social affinity attributes and focus instead on task-relevant cues 
such as task-contribution can pool their knowledge and skills more adequately and perform 
better. 

4.2.3. Formal Power Relations

Third, power relations affect teams in various ways. Since women are under-represented at 
the top of the career ladder, vertical segregation potentially skews which information is 
voiced and shared within teams and the organization. Since women have usually less 
influence in group interaction than men (Mannix & Sauer, 2006),  gendered hierarchies 
restrict women's contributions in important ways. Discussion in groups tends to focus on 
shared information that all members know rather than unshared and novel information 
(Carli, 2010). High status members participate more and are more dominant in groups, 
silencing lower status members. This observation is different from the gendered status 
expectations – which also imply hierarchical relations. Independent of specific gendered 
status expectations that condition the recognition of expertise, vertical segregation shapes 
the sharing of information in teams no matter who is on top and at the bottom of the 
hierarchy. Since women in this case are over-represented at the lower ranks, we expect that 
the unequal distribution of power will affect team performance. 

4.2.4. Social sensitivity

Fourth, research on social sensitivity and empathy in groups has shown that the proportion 
of women positively affects turn-taking in groups and by that performance. The proportion 
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of women  in teams facilitates information exchange among its members and contributes to 
a favorable team climate. Overall, the issue of social sensitivity has to be seen in relation to 
emotional “management” within teams. Groups that are able to provide a “healthy” socio-
emotional environment are better placed to develop cognitive capacities for complex 
research tasks on top of it.  Transformational leadership, which could be considered a more 
feminine style in that it is more supportive, less vertical and more empowering has been 
shown to increase team learning and coordination. That is to say, whereas gender 
stereotypes subvert optimal expertise recognition and team learning when left 
unquestioned, certain affective and communication oriented sex/gender differences catalyze 
group processes. 

4.2.5. Access to Resources & Opportunities 

Fifth, gender affects the availability of resources to teams, less in terms of expertise but in 
terms of funding available or supporting research collaborations. There is abundant evidence
on the funding gap for women. There is also evidence on a gap between women and men in 
terms of international research collaboration. Women and men show similar collaboration 
patterns on the national levels, however not on the international. These factors condition the
overall team performance, since both funding as well as collaboration has been linked to 
increase research performance. The productive gap of women in scientific publications needs
to be considered in using gender sensitive assessment indicators. 

4.2.6. Organizational and Disciplinary Context

Sixth, disciplines and organizational contexts are gendered – and affect working conditions of
individuals to the better or the worse which directly strengthen or weaken individual 
capacity, motivation and overall team performance.  The influence of the disciplinary context 
has also been shown in relation to gendered status beliefs, diversity and gender equality 
policies can make a difference by fostering “diversity beliefs” which influence the recognition 
and value of diverse team members within organizations (Hentschel, Shemla, Wegge, & 
Kearney, 2013). Where women are a minority – in their organization or discipline – they find 
it harder to get their expertise and contributions recognized and valued. 

4.2.7. Additional factors affecting team performance

In addition to these gender factors we know of several other factors that are related to team 
performance but where it is difficult to establish any relation to either sex or gender 
differences. Thus, “transactive memory” has been linked to affecting group performance; 
however,  apart from status expectations regarding expertise, no further gender related 
factors have been discerned that affect it. 

An area that has received relatively little attention from a gender perspective are temporal 
processes. Although research increasingly explores the temporal dimension of group 
processes, it is not clear to which degree gender differences play a role. Thus, one could 
speculate that the restricted availability of women due to higher care responsibilities affects 

112



group dynamics differently. This could also affect kairos, the mutual folding of creative and 
innovative processes that enables individuals to attend and wait for creative ideas and then 
implement them. 

4.3. Implications and Operationalizations for Case Studies 
The following section will examine the implications of the literature review for the case 
studies. Our case studies with medical engineering on the one hand and transport/mobility 
research groups on the other will offer the opportunity to gain a better understanding of 
these two disciplinary fields and its actors. We aim at deeper insights how individuals 
interact on the team level and how gendered hierarchies and bias conditions team 
interaction and the sharing of information. The case studies will develop a methodology for 
studying how gender stereotypes and behavioral cues in interaction condition information 
sharing; they provide the foundation within GEDII and beyond to relate micro-level gendered 
group dynamics to research performance. 

The case studies deploy a mix of research methods, including a) desktop research on the 
organizational and disciplinary environment, b) semi-structured interviews with 
representatives of the organization, the team leader and team members, c) sociometric 
badges, and d) short survey measures. The detailed operationalization for each method is 
developed in D2.1 Fieldwork Manual. 

4.3.1. Desktop Research

Compiles all available documents (online and offline) to construct the profile of the 
organization including the disciplinary and/or professional context of the team participating 
in the case study. 

4.3.2. Interviews

Semi-structured interviews will be held with two members of the management / HR level, 
the team leader and two team members. The interview guides are structured according to 
thematic blocks of questions, soliciting information regarding: 

• personal and professional background of the interviewee, current position within the 
team. 

• the team characteristics including its composition, key events in its history, strength 
and weaknesses, team climate and organization of team work itself. 

• gender and gender equality, including observed differences between men and 
women members, opinions about advantages and disadvantages for women vs. men 
in science, the organization and the team.

• Scientific excellence including quality indicators and disciplinary differences. 
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Interviews with the team leader will ask additional questions regarding team leadership and 
the trajectory of the group. Interviews with management level and Human Resources will 
tackle issues regarding the overall organization of the research institute and the presence (or 
not) of gender- and diversity measures. A detailed policy/activities sheet forms part of the 
interview guidelines for the HR members. 

4.3.3. Survey measures for case studies 

A short questionnaire will  be administered to each team member. This serves two broad
goals: first, to compile data about the team composition on the one hand and to interpret
the sociometric data in the light of established measurement scales. 

First, team composition will be measured according to the following items: 

• Gender composition of teams

• Age

• Highest educational qualification (pre-coded)

• Experience / Tenure: overall experience in the field.

• Team tenure: duration in month of team membership

• Current position: (Phd student, lab assistant, group leader, researcher, etc.)

• Disciplinary background (In case of doubt: of PhD if available) based on the Frascatti
classification. 

Second, and most importantly, the gender identity and bias of team members need to be 
established, since it provides the primary control variable. As section 1.5 will describe, many 
measurement scales for sexism exist. Despite the variety of measurement scales, there is not 
a specific scale that would fit our needs 100%. The “Neosexim” scale (Tougas, Brown, Beaton,
& Joly, 1995) is relatively short (11 items) and yields to a large degree the results of the 
“Modern Sexism Scale” (Swim, Aikin, Hall, & Hunter, 1995) except for its added emphasis on 
reactions to affirmative action. Importantly, the Neosexism Scale correlates with pro-male 
bias in evaluation women's and men's competence, an important bias that affects 
information sharing in groups as previously described. However, these measures are quite 
old and not specific to gender issues in science. 

Third, in order to arrive at a more reliable judgment regarding the relative dominance of 
certain team members during interactions and group discussions, the relative “weight” of 
each member during conversations needs to be contrasted with their personality traits. 
Personality traits have been shown to influence status expectations, the propensity to trust 
others and be trusted, or to speak out during group discussions. More extrovert people enjoy
higher status, are more central in a network and are more trusted (Gloor et al., 2011, 2012). 
Importantly, as Gloor et al. has shown, personality traits correlate significantly with network 
centrality measures captured by sociometric badges. The Ten-Item Personality Iventory (TIPI) 
takes one minute (Gosling, Rentfrow, & Swann, 2003) and has been recommended to assess 
personality traits of persons in research settings where personality is not the primary target. 
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Fourth, we need a reliable measure of the perceived status of each member within the 
group. Joshi & Knight (2015) for example measure the perception of “task contributions” 
with an item “This person makes valuable work-related contributions to the lab”. Since status
in the sense of Ridgeway is conferred to individuals based on expectations to contribute to 
group goals, this measure provides a potential bridge that links gendered status expectations 
to task contributions. The perceived status could follow a round-robin format (all team 
members judge all other team members). This requires to reduce each scale to a single item 
in order to keep the burden of participants manageable. 

4.3.4. Sociometric badges

A primary objective of the case study is to assess the feasibility of using sociometric data for 
detecting the influence of gender on team work. To our knowledge, sociometric badges have 
not been used for conducting research on gender. This implies to explore to which degree 
patterns detected with the sociometric data correlate with relevant established 
measurement scales or not (see previous section). The sociometric data need to be 
interpreted in the light of these standard measures in order to assess the reliability for what 
they are supposed to measure, namely the influence of gender-related constructs on team 
interaction and information sharing. Gendered status beliefs conditions interaction in 
important ways. It affects: 

• the likelihood that people speak up in a situation; frequency of participation
• whether others attend them if they speak up; frequency of interruptions 
• how their suggestions are evaluated and recognized
• to which extend they can claim credit for their suggestions
• whether they become influential and eventually rise to the top as leaders
• extend to which they and others are willing to infer high ability upon themselves 

(which in turn influences how they perform certain tasks) 
• extend to which people accept men or women as leaders and how they are received 

when they are in power

Some of these dimensions of interaction can be directly inferred from sociometric data: 

Conversational turn-taking provides insights into the relative contributions of members 
during structured meetings. Its analysis suggests relative dominance of members during 
discussions. This includes successful- and unsuccessful interruption attempts among 
members. As the literature review has suggested, gender status beliefs have been shown to 
influence the relative “on-air” time of men and women in teams. Apart from gender status 
beliefs, personality traits are an important dimension to bear in mind when considering 
conversational turn-taking. Turn-taking will give us also insights into “social sensitivity” of 
team members. 

Physical proximity including face-to-face conversations data provides insights into the 
information flow among team members. This measure potentially indicates social affinity and
the strength of network ties among team members – which has been shown to affect 
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information sharing and group performance. The analysis includes standard network 
measures such as degree centrality and betweeness centrality.  A contribution index of each 
actor can be calculated based on the propensity of actors to be a looked at versus looking at 
others (Gloor, Laubacher, Dynes, & Zhao, 2003). In addition, network can be analyzed for 
“homophily” along various dimensions, including gender, tenure, educational level, status. 

Body movement – “honest signals” detection provides insights into the “intensity” with 
which team members communicate. According to Pentland (2008) different types of “Honest
Signals” can be distinguished: 

1. “influence”, which means the extent to which someone causes the other person’s 
pattern of speaking to match their own pattern

2. “mimicry”, the automatic copying of one person by another during a conversation

3. “activity”, represented by the energy and the time spent in a conversation

4. “consistency”, which is measured through low variability in the speech signal.

Honest signals could indicate how convincing certain actors achieve to be. Theory predicts 
that high status members are more visible and convincing in group interactions. “Honest 
signals” might also relate to “social sensitivity” of team members, i.e. how well their body 
language is synchronized. As described, affective empathy involves the activation of shared 
motor representations by which individuals understand each other's emotions.  However, no 
prior research indicates how gender processes might influence these “honest signals.” 

Speech features – such as volume and tone of voice may provide insights into the hierarchy 
within the group. As recent research has shown, hierarchy “affects speakers' acoustics and 
the acoustics of perceivers used to perceive hierarchical rank of speakers” (Ko, Sadler, & 
Galinsky, 2015, p. 11). Linneman (2012) has furthermore argued, that “uptalk” - when the 
typical  intonation of questions is used for expressing normal statements – is gendered. 
Women seem to use uptalk more frequently, for signaling uncertainty or as a compensatory 
strategy to assuage conflicting gender roles as the authors argue (ibid.). Speech features 
therefore might give insights in the gendered use of tentative, deferential speech. 

4.4. Implications and Operationalizations for GDI / Survey
The following section gives an overview of potential variables and scales that could be 
deployed during the cross-national survey. Since the survey will be developed from month 12
onward, the paragraphs are thought to prepare this upcoming work rather than delivering a 
final questionnaire. It recollects measurement scales without making final decisions which 
ones to use. 

Taking into account the recent meta-analytical findings (Hülsheger, Anderson, & Salgado, 
2009), in order to assess the “performance” of teams the following list of key variables 
should to be considered:  

• Team process variables, including external and internal communication, vision, 
support for innovation, task orientation, and cohesion are especially conducive to 
innovation. 
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• Team input variables, although displaying smaller mean effect sizes are somewhat 
conducive to team innovation: goal interdependence, job-relevant diversity, team size

• Moderated by measurement method and level: self-ratings show higher effects; team
(vs. individual level) level show higher effects. 

In more detail: 

Team composition – within team composition, several sub-dimensions need to be 
integrated. 

• Team size has been shown to have a positive relationship with innovation. Team size 
is relatively easy to assess, either through our own field-preparatory work or during 
the questionnaire / case studies directly. 

• Gender composition of team

• Highest educational level of team members.  

• Overall Experience (tenure) in the field

• Team tenure – average length of time of members with team. This is also important 
in relation to the salience of gendered role expectations. It is plausible that gendered 
role expectations recede into the background in teams that have been working 
sufficiently long together in order to perceive task-competence. 

Network of external collaborators – has been shown to positively influence to a certain 
degree the innovation capacity.  This could be formalized by contrasting team members 
listing with co-author papers or patents. It could also be based upon a questionnaire item 
inquiring about the number of external (non-team member) collaborating contacts. The 
network of external collaborators can then be contrasted with team-internal member 
diversity and collaboration intensity. From a gender perspective, women have less 
international collaborations. 

Resource allocation – on the individual level this might include different types of resources 
such as for example the time available for research activities vs. teaching or administrative 
responsibilities. Importantly, resource allocation is highly gendered, for example in terms of 
funding but also available international networks.  On the team and organizational level this 
includes previous funding and research experience of the university but also, multi-university
collaborations and top-tier universities are important predictors of research productivity and 
impact (Han, Han, & Brass, 2014).

Team climate – this measure integrates various important dimensions regarding the quality 
and nature of the social relations – including their psychological consequences – within the 
team. The composite construct focuses primarily on those aspects of the team environment 
that foster innovation. The original measure as proposed by Anderson & West (1998) consists
of 38 items measuring four basic dimension: 

• shared vision: common understanding of team objectives, display high commitment 
to goals. In part this could be related to “team cognition” - not just a shared vision of 
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the objectives but also knowledge about “who knows what” and shared mental 
models of problems and issues. Transactive memory scale, see (Lewis, 2003; West, 
1990)

• participation safety as previously argued which is especially important to voice 
deviant solutions and unheard of, new information within groups.  Psychological 
safety important in recent study in Google (Duhigg, 2016). Related also to “group 
cohesion”, i.e. the commitment and desire to maintain group membership.  Team 
cohesion (see Ancona 1992, p.655)

• task orientation: also called climate for excellence and highest standards of 
performance. Task orientation implies “team reflexivity”, i.e.  mutual performance 
monitoring and feedback which is meant to lead to exploration and assessment of 
opposing opinions and their integration. Task orientation seems also to be equivalent 
to intrinsic motivation (Salas, Cooke, & Rosen, 2008)

• support for innovation: team members are receptive to new ideas and change. In 
part this is related to “diversity beliefs”. In teams that have stronger beliefs in the 
positive effects of group diversity, members have a greater disposition to take the 
perspective of others into account and thus integrate diverse viewpoints. 

Recently, Lee et al., (2015) have proposed the Team-Descriptive-Index scale that situates 
teams on a rigorous scale along the three fundamental Team Scaling dimensions, namely (1) 
skill differentiation, (2) authority differentiation, and (3) temporal stability as proposed by 
Hollenbeck, Beersma, & Schouten (2012). The authors developed and tested a long 
questionnaire (21 items) and short form (three items). Although the scales produce reliable 
results, questions seem to be answered indirectly as when one person answer subjectively 
regarding the overall team. For example, temporal stability is assessed on scale from 1 to 9 in
a descriptive way.1 However, such information could be retrieved much more reliably by 
asking each team member for their past and future membership-time. 

Leadership 

There exist many different scales for measuring the leadership style within teams. For a start,
the item developed by Lee et al. (2015) just mentioned on “authoritative differentiation” 
could be used. But there exist many other, more specific scales. For example the Multifactor 
Leadership Questionnaire (MLQ) developed by Bruce Avolio and Bernard Bass examines the 
full range of leadership by measuring the rates of laissez-faire, transactional, and 
transformational leadership styles used by a leader (Avolio & Bass, 2004). However, for a 
research project where leadership is not the main objective, the 45 items of the MLQ are too 
large. 

1 For example: “This team was likely to have a future together (one to two years), and had a history of 
working together (one to two years). New members were added to the team occasionally, but for the most 
part, it was the same people all the time.”
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4.4.1. Gender stereotypes / gender role expectations

As previously argued, we stipulate that gendered status expectations influence information 
sharing and elaboration in groups with consequences for team performance. Hence, a 
reliable measure regarding the prevalence of gender stereotypes and bias will be required. 

Research on gender stereotypes in social psychology has developed several, widely used  
measurement scales (for reviews see Beere, 1990; Fiske & North, 2015; McHugh & Frieze, 
1997). Among the most widely used are the Modern Sexism Scale (Swim et al., 1995), the 
Neosexism Scale (Tougas et al., 1995), the Ambivalent Sexism Inventory  (Glick & Fiske, 1996).
More specifically related to the context of women and science, the Women in Science Scale 
(Erb & Smith, 1984; Owen et al., 2007) exists which measures attitudes of adolescents 
towards women in science. These self-report instruments on explicit attitudes towards 
gender are complemented by implicit tests measuring reaction times to presented stimulus 
such as for example in the Implicit Association Test (IAT) (Nosek et al., 2007). 

Work by Rashotte & Webster presented a measurement scale explicitly focused on Gender 
Status Beliefs as developed by Ridgeway (see Rashotte & Webster, 2005). This scale takes into
account that although general sex stereotyping has changed little, there is certainly a greater 
awareness and caution displaying these gender stereotypes. It consists of two parts: the first 
part assesses status significance of gender while the second part assesses tendencies to 
respond in socially desirable ways to behavior related to gender. However, the scales and test
appear quite cumbersome and artificial in relation to the teams and their work; participants 
are asked to judge photographs of anonymous women and men and how “capable” they 
appear. They are also asked to judge how well they think these persons perform different 
gender typed tasks. For the current research it seems more practical to inquire about gender 
stereotypes more directly and judge expertise in relation to the actual members of the 
group. So far, it appears that no other research has used these scales since 2005 which also 
makes it difficult to assess its reliability in more detail.2 

Recently, a new publication regarding the “separate spheres” model regarding women and 
men has been proposed  (Miller & Borgida, 2016). It measures the beliefs in stereotypes 
regarding the “separate sphere” to which men and women respectively pertain. The 
Separate Spheres Ideology (SSI) predicts attitudes regarding workplace flexibility 
accommodations, income distribution within families between women and men partners, 
distribution of labor between work and family spheres, and discriminatory workplace 
behaviors. The scale targets specifically work-life balance issues in relation to gender and 
measures reliably and consistently individuals attitudes in this respect. However, it is less 
related to gendered role and status expectations regarding (research) team work. 

A reliable scale targeting more specifically the issue of women in science is the “Women in 
Science Scale” (Owen et al., 2007). It measures attitudes toward women in science. A re-
evaluation study of the original WiSS scale allowed to shorten it from 27 to 14 items with two
underlying factors, namely Equality and  Sexism. The advantage of this scale consists of an 
integration of general beliefs about equality with sexist attitudes, specifically in the context 
of science. However, as Owen et al. state, this 14-item scale would need further testing to 

2 As confirmed by email correspondence with the first author of the scale. 
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consolidate its reliability. 

Joshi & Knight (2015) use a measure for Gender Identification, proposed by (Derks, van Laar, 
& Ellemers, 2009). This is an 8 item scale which measures the importance of an individual's 
social group membership to his or her identity. The measure makes sense within the design 
of Joshi's study where social affinity was an important predictor variable for deference. 
However, within the context of the present study, we will not assess gender identification of 
individual members in relation to their deference and it is likely that this scale is of limited 
use. 

Overall, the best measurement scale would allow us to detect (gender) bias in competency 
expectations regarding highly skilled (scientific) work in teams. The “Neosexism” scale 
appears to be the most reliable candidate while correlating precisely with bias in evaluating 
women's and men's competence. 

4.4.2. Attitudes towards Diversity

Positive attitudes towards diversity in teams act as precondition for capitalizing its benefits. 
Diversity climate surveys often capture various dimensions: individual, group and 
organization wide profiles that favor diversity. 

“Diversity beliefs” capture the attitudes towards team- and organizational diversity that 
makes a difference for team performance (Hentschel et al., 2013; Pirola-Merlo, Härtel, Mann,
& Hirst, 2002; van Dick, van Knippenberg, Hagele, Guillaume, & Brodbeck, 2008). On an 
individual level, it captures people's beliefs about the value of working in diverse teams. In 
teams that believe stronger into the positive effects of group diversity, members have a 
greater disposition to take the perspective of others and thus integrate diverse viewpoints. 
However, in much of the research on diversity, gender is just one dimension among other 
types. Hentschel et al. for example measures “diversity beliefs” with three items without 
specifying the dimension of diversity at all. Respondents indicate on a 7-point Likerty-type 
scale their opinion on: “Teams are more effective when they include people who are 
different from on another”, “I prefer to work with people who are different from me”, and 
“Teams perform better when they include people who are different from one another”. 
Which type of diversity people thus express their views about is not clear. 

Several scales that measure attitudes towards diversity exist. See for example (Hentschel et 
al., 2013; Kossek & Zonia, 1993; van Dick et al., 2008; van Knippenberg, van Ginkel, & Homan,
2013). 

4.4.3. Gender Diversity Policy / Human Resource Diversity Policies 

On the organizational level it has been shown that company policies on diversity in general 
and gender equality in particular have a positive impact. 

The simplest check could be to query the presence of a gender quality plan or discrimination 
policy. More extension checks could inquire individual items regarding: 
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• Recruitment and progression practices
• Equality based career structures
• Pay and reward management
• Working time arrangements
• Training and continuing professional development
• Formal equality and diversity measures
• Gender in research content policy

For overviews of diversity climate measures see  (Goyal & Shrivastava, 2013) and  (Burkard,
Boticki, & Madson, 2002). 

4.4.4. Personality Traits

An important factor for team interaction and information sharing are personality traits. 
Survey measures for personality traits are available. The most common is the Big Five 
personality dimensions (Goldberg, 1990, 1993). Shorter versions which reduce the original 
44 item scales to 10 items are available as well  (Gosling et al., 2003; Rammstedt & John, 
2007). Rammstedt & John's 10 item scale is translated in German and English. For an 
application of the NEO-FFI in relation to badges see  (Gloor et al., 2012). 

The recommended 10 item scale for measuring the personality trait asks respondents to rate 
on a scale ranging from “1” (Disagree strongly) – to “7” (Agree strongly) the following items: 

1. Extraverted, enthusiastic.
2. Critical, quarrelsome.
3. Dependable, self-disciplined.
4. Anxious, easily upset.
5. Open to new experiences, complex.
6. Reserved, quiet.
7. Sympathetic, warm.
8. Disorganized, careless.
9. Calm, emotionally stable
10. Conventional, uncreative. 

The scale takes less then one minute to complete (see Gosling et al., 2003).

4.5. Overview of Research Assessment Metrics
The project GEDII needs to take into consideration metrics that are valuable in terms of 
quantity and quality. They build the basis of the index to be proposed. Furthermore, 
indicators need to be robust, reliable and possible to measure. And, for the purpose of the 
project scope, metrics need to take gender aspects into account or should be at least gender 
sensitive if possible. Gender sensitive metrics can appear as gender inclusive and gender 
specific indicators. Gender inclusive indicators measure comparable information on women´s
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and men´s figures, while gender specific indicators measure progress or the impact that are 
special related to women, such as the She Figures, which are published since 2003.3 

Indicator What to measure Aggregation level Gender 
(sensitive) 
aspects 

Research publications and other outputs

Quantity / 
Productivity

Books, book chapters, journal 
articles, conference 
publications

Total count of numbers Individual, Team, 
Organization

Broken down by
gender / 
composition

Technological output such as 
patents

Total count of numbers, 
broken down by gender and 
team composition 
respectively

Individual, Team, 
Organization

Broken down by
gender / 
composition

Possibility to distinguish 
certain types of output

International publications, 
mixed author / inventor 
team, output directed 
towards society, Output 
socio-economic benefit

Individual, Team, 
Organization

Quality / scientific, scholarly impact

Citations Total citation counts Individual, Team Broken down by
gender / 
composition

Normalized citation counts Individual, Team Broken down by
gender / 
composition

Journal impact factor Individual, Team

h-factor Individual, Team

(Gender sensitive factor?) Individual, Team

Top ranked 
journal 
publications

To be checked if feasible in the
areas of medical engineering 
or transport

Total number Individual, Team Broken down by
gender / 
composition

3 She Figures are updated and released every 3 years and draws a picture of the progress towards gender 
equality in research & innovation in the EU. The newest edition is She Figures 2015.
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Indicator What to measure Aggregation level Gender 
(sensitive) 
aspects 

Altmetrics Altmetrics indices (has to be 
specified/ confirmed)

Downloads to reference, 
Blogs, Twitter

Individual, Team Broken down by
gender / 
composition

Peer Esteem

Key contributions to national
and/or international 
conferences

Individual, Team, 
Organization

Broken down by
gender / 
composition

Editorial or refereeing 
exercises for national / 
international Journals / 
Publishers,

Curator, Jury memberships

Appointment to advisory 
groups, research evaluation 
committees

Individual, Team, 
Organization

Broken down by
gender / 
composition

Academic Teaching and Research

PhD completion Numbers of graduates Individual, Team, 
Organization

Broken down by
gender / 
composition

Research Student load Numbers per staff Individual, Team, 
Organization

m/f students 
allocation by 
gender / 
composition

Academic Teaching load Hours per staff Individual, Team, 
Organization

Broken down by
gender / 
composition

Grants won Number of funded projects, 
research income per year

Individual, Team, 
Organization

Funding success
rate by gender

Research Content Individual, Team, 
Organization

Gender 
Dimension
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Indicator What to measure Aggregation level Gender 
(sensitive) 
aspects 

Collaboration activities

Co-publications Total numbers Individual, Team level Broken down by
gender / 
composition

Research income by external 
sources

Per year Individual, Team level,
Organization

Broken down by
gender / 
composition

Formal collaboration with 
other research teams, 
researchers

Formal, informal, national, 
international, one-time-
collaboration, longtime 
collaboration

Individual, Team level,
Organization

Broken down by
gender / 
composition

Interdisciplinarity Individual, Team level Broken down by
gender / 
composition

Organizational

Women in leadership Total number / share of 
women as team leader

Team level, 
Organization

Gender 
specific / 
gender 
composition

Total number / share of 
women on boards

Organization Gender 
specific / 
gender 
composition

Gender equality plans Existence of equality plans Organization

Knowledge, adoption of 
equality plans

Individual, Team level Broken down by
gender / 
composition

End user esteem – wider society (Societal 
Impact measure)

Interaction with stakeholders 
and societal institutions or 
functions

Appointments to 
organization, committees, 
councils, involvement in 
policy, expert services 

Individual, Team level,
Organization

Broken down by
gender / 
composition
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Indicator What to measure Aggregation level Gender 
(sensitive) 
aspects 

(similar to peer esteem, 
however with society as 
target)

4.5.1. Research publications and other outputs

The total count of numbers of publications and other output as a quantitative measure gives 
a first overview about research activity, the most important disciplines and societal impact by
clustering the types of publications. The share / composition of gender in author / inventor 
teams can be measured. 

4.5.2. Indicators of quality based on citations

Citations are the basis of a range of indicators, which represent acknowledged indicators of 
quality. The most common indicators are going to be used such as the JIF, the h-index in a 
normalized form, taking into consideration the limitations of these indicators as described 
further above. The share / composition of gender in author / inventor teams can be 
measured.

4.5.3. Top ranked journal publications

This is taken on the basis of the journal impact factor provided by Thomson Reuters. 
Advantage of this indicator is the widely accepted concept that published articles in the top 
journals are indeed a reference of quality. The High Impact Journals are available for each 
research field, however the rankings of journals in social science and humanities are in 
conflict with ranking of experts (European Commission, 2010, p. 73). As for that, the 
feasibility for the sectors transport and medical engineering needs to be assessed. The 
share / composition of gender in author / inventor teams can be measured.

4.5.4. Altmetrics

As a new metrics that is relatively easily available we will consider using altmetrics score.  
The chosen altmetrics are going to be an indicator of societal impact. Almetrics is based the 
impact of published articles in social networks. Hence, the share / composition of gender in 
author / inventor teams can be measured through the article, provided that gender 
allocation is possible. 

4.5.5. Peer esteem

Peer esteem measures how research and researchers are acknowledged firstly in the 
scientific community, but it also measures end-user esteem in a wider sense since the 
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indicators also reach out to the wider society. However, the diverse indicators of peer esteem
are difficult to compare across disciplines. Also the value of certain indicators is difficult to 
estimate. For example, for some prizes or awards the value has been consented upon such as
Nobel Prizes. The share / composition of gender in author / inventor teams can be measured,
providing gender allocation is possible.

4.5.6. Teaching and research Activities

Teaching activities are used as indicator from a gender perspective since these activities 
describe a quality dimension of research activities more linked to women. The share / 
composition of gender in author / inventor teams can be measured, providing gender 
allocation is possible.

4.5.7. Collaboration Activities

Collaborative activities can be measured on different levels, apart from counting total 
numbers to specific individuals or teams, it can be distinguished for example geographically, 
i.e. regional, national, international or by discipline, i.e. interdisciplinary collaboration and/or 
by gender.4  Ancona & Caldwell (1992) proposed in their work to distinguish between 
different type of boundary spanning activities, including activities that represent the team to 
“others” vertically within the organizational hierarchy or horizontally to other teams or end-
users.  Collaboration activities in this sense are also closely aligned to the issue of social 
impact (see next section), in that collaboration with NGOs, associations or other external, 
non-scientific groups promotes a closer fit between research and the wider society. 

4.5.8. End User Esteem & Social Impact 

In accordance with the policy mission statement of the EU “Science with and for society”, the
measurement of end-user esteem is an important field of assessment exercises as a 
reflection of the societal benefit of science. The incorporation of a gender dimension into 
research content can be assessed easily through a specific questionnaire item. However, this 
does not indicate anything regarding the “real” impact this might have. Especially from a 
gender perspective, other forms of “counting” more social impact should be contemplated. 
As Mountz et al., (2015) suggest, instead of counting “articles published or grants applied for,
what if we accounted for thank you notes received, friendships formed, collaborations 
forged?” What about ways to make visible and value those forms of care within the 
university and research that might not result in direct publications but provide and sustain 
the very social fabric in which intellectual and creative work can strive and prosper? 

4 In this context be referred to Larivière et al who state that “female researchers could find themselves 
excluded from an extended network (a basic network being essentially academic in nature) of increasing 
importance in the current context of scientific production. This implies a need for more scholarly work to 
understand the participation of women in the ‘third’ (societal, community-based or entrepreneurial) 
mission of universities, which tends to be increasingly important in comparison to—if not in direct 
competition with—the fundamental missions of a university: teaching and research.” (Larivière et al., 2011, 
p. 495)
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4.5.9. Organizational Indicators

Women in leading positions, such as team leader on team level or women on decision boards
are indicators to be determined. As for gender politics, the existence of gender equality 
plans, knowledge and enforcement of them are also important to take into consideration.
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