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Abstract

Resilient transport infrastructure is essentialttie functioning of society and economy. Ensuringwoek
functionality is particularly vital in the case sévere weather events and natural disasters, vpoisé serious
threats to both people’s health and the integritynérastructure elements. Thus, providing reliabimates
about the frequency and intensity of extreme wedthpacts on road infrastructure is of major imparde for
road maintenance, operation and construction. Heweagainst the background of data scarcity in $eai
area-covering, long-term time series, the assedsofegxtreme weather events is difficult, espegiatl areas
with diverse landscape properties.

In order to account for heterogeneous small-sagdedraphic conditions, a hot-spot approach basesklmtted
characteristic regions is used in this study. Faheregion, combinations of different extreme vadperoaches
and fitting methods are compared with respect éir value for assessing the exposure of transpavtarks to
extreme precipitation and temperature impacts. Rmanameter estimation methods (maximum likelihood
estimation, probability weighted moments, geneealimaximum likelihood estimation and Bayesian patam
estimation) are applied to extreme value serieaindtl via both the block maxima approach (annuadime
series, AMS) and the threshold excess approactigpduration series, PDS). Their relative perfontes are
compared based on the CRMSEe. the conditional root mean square error fisavvations with a return period
exceeding 5 years, which gives much weight to thstraxtreme events.

The viability of the approach is demonstrated & #xample of Austria by analyzing five meteorolagic
indicators related to temperature and precipita@n26 meteorological stations. These stations Hzeen
selected to represent diverse meteorological ciomditand different topographic regions. Resultswslioe
merits of Bayesian parameter estimation methodscasapared to traditional fitting methods. Bayesian
estimation of generalized Pareto (GP) distributifitted to the PDS yielded the best results in 48%ll cases,
followed by Bayesian estimation of Generalized Exte Value (GEV) distributions fitted to AMS, which
showed the best performance in 35% of all cases.stidy suggests that the concept of meteorolobmtaspot
areas offers a suitable approach for characterigktigeme weather exposure of road networks in bg&reous
landscapes. The presented framework may contribtotea comprehensive climate risk assessment of
infrastructure networks.
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1. Introduction

Road infrastructure networks are one of the magmkbones of every society. Many spheres of lifeedepon
reliable transportation systems, be it the distidyuof daily goods and services, the accessibdithealthcare
facilities or various pastime activities. This syt reliability is especially important in case afcarrence of
severe weather events, which may in turn triggéurahdisasters. Single link failures within thetwerk may
already cause serious consequences in terms oictedtreachability of certain areas because ofldrack
effects (Witte et al., 2012). In the worst casandge to crucial network elements might even caoseptete
blackouts, cutting off people or important assetamf the outside world. Therefore, overall socidtas
introduced by infrastructure damage clearly exceleedsnere physical damage to the infrastructures{dta and
Maggi, 2012). This is particularly critical in laschpes with complex terrains, like the Alpine regiwhere both
rehabilitation work and the use of alternative esutight be associated with considerable effortiscasts. Due
to their central location in Europe and their impoce to European cross border transit, the deaigh
construction of resilient transport infrastructtinas are of major concern for countries within Aigine region.
While many influencing factors exist that determthe magnitude of pavement distress (Wistuba,.e2801)
this study focuses on climate variables, in paldicion air temperature and precipitation. Againse t
background of global climate change (Easterlingl e2000; APCC, 2014; Vavrus et al. 2015) it iss@nable to
assess the vulnerability of the existing road stitacture with respect to meteorological extrenmegrder to be
prepared for changing circumstances coming alonly avichanging climate. Albeit climate change rededias
been on the table for several decades, the analiyslanate change impacts on transportation itftecsure can
still be considered to be a relatively unchartezhasf research (Eisenack et al., 2011; Doll e8l1,3). Climate
change adaptation for road networks has gainececetage in recent years, though, as recent eféiwsy
(Caldwell et al., 2002; Peterson et al., 2008; TRH)8; Koetse and Rietveld, 2009; UNECE, 2013; Meyal.,
2014; Michaelides et al., 2014, Schweikert et2114a, 2014b; Matulla et al., 2017).

Despite these earlier findings seem to be alsa \fali the Alpine region, this area is unique wieispect to its
topographic and climatic conditions which lead nea#i-scale analyses clusters. This attribute vastlyedes a
detailed and comprehensive nationwide extreme \geathpact assessment, since area-covering gridded d
sets like e.g. the E-OBS data (Haylock et al., 2@08 not sufficiently capable of accounting focdbeffects in
complex terrains. While sophisticated methods sashdownscaling, data assimilation and reanalysisctw
could provide estimates of meteorological condgian higher resolution (Steinacker et al., 2005defa et al.,
2011), are mainly used for applications like novic&s computation of hindcasts spanning time pesiod
required for extreme value analysis (i.e. at I88syears) is associated with tremendous efforts.

An approach based on spatially reprehensive regieatiring certain meteorological exposure (hentiefo
termed “hot spots”) thus seems to be suitable &scdbing selected aspects of interest in this dexnpatural
region for multiple reasons. First of all, obserwedues measured at standardized meteorologicasurieg
stations can be used. Consequently, the associategitainty is relatively small, since only measoeat errors
have to be considered, while modelling errors dibcome into play in terms of observed data. Segomdbults
derived at certain selected areas can be considar@dvaluable basis for providing a profound irapi@n of
possible impact scenarios that may occur alonguihele road network. Thirdly, this approach allovesning
some insight into which kind of weather exposurazgérd) is prevailing in what region. It has to lmded that
sensitivity and adaptive capacity are not takem iatcount. Fourthly, using selected hot spot regjifor
demonstration purposes is computationally efficidnsimilar approach has been taken for instanc®ably et
al. (2013), who present two specific case studiaesafiapting rail and road networks to weather ex¢® in
southern Germany and Austria, focusing on econamitsequences extreme weather conditions. While this
approach is not capable of delivering area-cover@sglts, it is useful to provide a range of expddmpacts as
well as to foster general understanding of the tyiohgy processes.

In order to assess the impact of adverse weatheroad infrastructure, extreme value analysis otdir
meteorological measurements can provide viablerimdégion to contribute to a comprehensive climask ri
assessment of infrastructure networks (Schlogl lsamha, 2017). This study aims at providing a qutatite
basis for assessing the extreme weather exposui&rastructure by implementing a systematic datacl
assessment over a range of most relevant categiriadicators. Special emphasis is put on apphgngh an
assessment in heterogeneous regions like the Abmiea. Using the example of Austria, various meshofl
extreme value analysis are applied for modellingegme weather events at 26 selected hot spotslbeddng
the Austrian primary road network. The best fittimpthods are eventually selected based on the CRMSE
(Schlégl and Laaha, 2017). The main objective df thork is to establish a practicable and geneabl&
methodology for a quantitative assessment of thgaats of several meteorological indicators.
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2. Setting and data
2.1. Climate

Basically, the northern and western parts of Aastrie characterized by oceanic influences, whitdhadmerge
in the form of humid westerly winds. In the eastéswlands, however, the continental Pannonian dkma
prevails, bringing along low precipitation amourtt®t summers and cold winters. Finally, the actiigline
region which features both deeply incised valleyd peaks of up to 3800 m has to be mentioned. Taeses
typically exhibit high precipitation amounts, shetmmers and cold winters. The influence of Mediteean
low-pressure areas, which bring along high pregijgih, manifests itself especially in the Southahps (Auer
et al., 2001, 2007; Hiebl et al., 2011).

While the overall climatic conditions in Austriauth can essentially be classified as part of the emaid
temperate (nemoral) zone, there are in fact coraidie regional differences, as the regional clinmat@ustria is
heavily influenced by Alpine topography. Various umgain ranges serve as climatic divides, most mytgdie
main chain of the Alps. This entails that substntlimatic differences may occur within short distes, and
that both horizontally and vertically (i.e. heigiibove sea level). With increasing altitude, the ominzone
gradually transitions into the boreal zone and &aly into Alpine Tundra climate. At the highestgks there
are polar climate conditions (Kottek et al., 2006).

As a matter of fact, the superimposition of theioegl climate by effects grounded in the Alpine dgmphy
leads to a high diversity of seemingly contrastilimatic conditions: within close distance, suntgire valleys
characterized by warm Foehn winds (e.g. Inn Valexist next to basins wreathed in dense fog (elagéhfurt
Basin); and foothills with high precipitation (e Bregenz Forest) exist alongside inner-alpine diljeys (e.qg.
Otztal, Pitztal) and dry lowlands with continentdimate conditions (e.g. Vienna Basin, East Styrftilis)
(Auer et al., 2001a; Hiebl et al., 2011).

Given the availability of long-term observationahé series of various climatic parameters colleciétiin a
relatively dense network of observation stationar( 1994), research related to the climate of Greater
Alpine Region, including a special focus on itstapéemporal variability and its long-term chandess been
popular in recent years (e.g. Haeberli and Benjst®88; Schar et al., 1998; Stefanicki et al., 1¥%hm et al.,
2001; Beniston and Jungo, 2002; Beniston, 2005n&tuet al., 2006; Raible et al., 2006; Auer ef aD07;
Matulla et al., 2007; Brunetti et al., 2009; Chirnanal., 2011, Chimani et al., 2012; Frei, 2018)addition, the
influence of the Alpine climate on various natuaad socio-economic sectors has been — and stilloisgreat
scientific interest (e.g. OECD, 2007; Schonhadlet2016). However, studies specifically investiigg weather
effects on infrastructure in the Alpine region, atis particularly exposed to natural hazardsyaire.

This is somehow surprising, since the diversity aadability of weather conditions, which resulbifn the
complex small-scale topography of Alpine areas Mkestria, pose substantial challenges to both isisrand
practitioners like road operators. Regional situaicaused by the effects of e.g. orographic pitatign, basin
locations or cold air pools may be difficult to aocat for.

Studies assessing the impacts of climate changeeifcuropean Alps show that precipitation and teatpee
extremes are expected to intensify. In additiomseaal shifts in precipitation are expected (Fteile 2006;
Gobiet et al., 2011; APCC, 2014). This cumbersabsessment of both current and future weatherteféew
emphasizes the importance of formally establisranguantitative assessment of potential extreme hgeat
exposure of road networks in order to be prepavedianging weather impacts on roads.

2.2.Primary road network

As of 2015, the Austrian primary road network cstsbf 18 motorways and 13 expressways with a kenajth
of 2,208 km (of which 1,719 km motorway and 489 éxpressway). 167 tunnels and galleries with a totad
length of 383.8 km and 5,166 bridges are operatetthiis network (bmvit, 2016).

Several principal crossings of the main Alpine ahetie part of the Austrian primary road networkei@rer Pass
(A13), Arlberg Tunnel (S16), Tauern Road Tunnel @A1Bosruck Tunnel / Gleinalm Tunnel (A9), Semmagrin
Tunnel (S6), Wechsel Pass (A2) and Pack Saddle gi)essential for trans-Alpine freight and passeng
traffic. Interruptions of such bottlenecks may hdawemendous economic consequences (Pfurtscheltet; 20
Witte et al., 2012).

Given the topographic diversity in Austria, thefeliént segments of the primary road network aratkmt in
regions which exhibit various topographic situasipranging from flat lowland areas to mountainaersain. In
conjunction with the aforementioned climatic divgrsthis entails different foci regarding constrioct,
operation and maintenance.



Schlégl & Laaha / TRA2018, Vienna, Austria, Apfit19, 2018

2.3.Meteorological indicators

Meteorological indicators analyzed in this studg aelated to two major meteorological quantitieamealy
precipitation and temperature. Regarding precipitatboth storm rainfall events and incessant edlirdvents
are considered in this study. Firstly, daily préeifion sums are considered for assessing raiafadhts on the
basis of daily extremes. While it is obvious thatlden and intense downpour becomes blurred to soteat
when using daily data, storm rainfall is still rgo@zable. Even though a higher temporal resolutvonld shed
more light on the intensity of heavy rainfall, loteym data sets containing temporal high resolution
precipitation data are scarce and hardly availaliés is due to the fact that the majority of audbicy weather
stations in Austria have not been installed betbee mid-1990s. Secondly, continuous rainfall iseased by
considering the precipitation sums of five consieeutiays. The term “continuous rainfall” used witlthis
study thus denotes the amount of precipitation lfaat fallen within the period of five subsequenydesince
this definition is not congruent with the term “wsgiell” which is usually defined as the number ofigecutive
rainy days (Ratan and Venugopal, 2013) or as perddieavy rainfall (Singh et al., 2014), the tewmet spell”
is not used in order to avoid misunderstandingawlerecipitation does not only cause damage thraligect
effects like flooding or erosion, but may also ¢igg secondary processes like mudslides and othgitational
natural hazards (Guzzetti et al., 2008). Three fiss derived from daily temperature measuremerts
considered in this study for characterizing extréemperature impacts on roads, i.e, daily tempeFanaxima
(Tmay), daily temperature minima k) and maximum daily temperature difference €T Tmax— Tmin)-

2.4. Selection of exposure hot spots
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Figure 1: Overview of (a) the location of the s&elcexposure hot spots, and climographs for (bhtrth-western area (Salzburg), (c) the
alpine region (Sankt Michael im Lungau) and (d) ¢lstern area (Schweachat).
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All meteorological measuring stations in Austriaeogted by the Central Institution for Meteorologyda
Geodynamics (ZAMG) as well as the hydrological nueiag stations operated by the hydrographic central
bureau (HZB) of Austria served as a starting poltsuing from this initial data basis, the selattiof
representative hot spots was carried out in a ssgpprocedure with respect to the following consitiens:
First of all, the spatial proximity of available amiring stations to the highway network was comeidleAll
stations with a distance greater than 10 kilometee excluded from the dataset. Secondly, datdahilay
and data quality were evaluated in several wayseiGihe assumption of sufficiently long time serésa
prerequisite for reliable return level estimatistations which did not date back until at leashduary 1985 (i.e.
resulting in a time-series duration of less thany8ars) or where data availability was below 95 & evalso
dropped. Finally, topographic conditions and reglgpeculiarities were also taken into account byscdting
the Austrian climate maps for 1971-2000 (Hiebl et 2011) and the digital hydrological atlas of Aigs
(BMLFUW, 2007; Furst et al., 2009) under the presrtisat the stations are evenly spread throughostrigu
The final dataset consists of 26 hot spots reptegpamall homogeneous areas within Austria (Figyce

Station measurements of precipitation [mm/d] and tamperature [°C] are used in this study. Since th
hydrographic services of Austria do not measuréesiperature, temperature analyses are carriedt autly 25

of the 26 stations under investigation.

3. Methodology

Extreme value theory provides a suitable frameworkanalysing weather extremes with respect tor tregiirn
levels and return periods (Coles, 2001; Katz et2002; Katz, 2010; Chavez-Demoulin and Davisor 220
Cheng et al., 2014). Based on long historical tieges of meteorological data, both the block maxapproach
and the threshold excess approach are applieceforing annual and partial extreme value seriesh B these
methods are widely applied in studying climaticrerie events (Smith, 1989; Davison and Smith, 1920ey
et al., 2010; Villarini et al., 2011; Papalexioudaikoutsoyiannis, 2013; Gilleland and Katz, 2016hI8gl and
Laaha, 2017).

Firstly, block maxima (or minima) series consisttbé most extreme values observed within time tdoak
equal length. If the block size is defined to cometime period of one calendar year, resultingeswtr value
series are referred to as annual maxima (or minisesiles (AMS). Secondly, partial duration serieD3p
consisting of values exceeding a certain threslaoéd analyzed by means of the threshold excess agipro
While this approach may be considered to be mdieiggit than the block maxima method if completené)
series without gaps are available — as all valxegsexling a certain threshold can serve as a basisddel
fitting (Coles 2001) — the choice of thresholds Imilge cumbersome. Several approaches for thresk@dtion
have been proposed by various authors, ranging fn@phical diagnostics via fixed quantile rulesitdtomated
threshold selection methods (Coles, 2001; ScaarattMacDonald, 2012; Northrop and Coleman, 201¥)his
study, the square root ruke= v/n is employed as a standardized method for detengpitie tail fraction, using
the k" upper order statistic — which is related to thmeetiseries length — as a threshold. This rule satisfies the
intermediate order statistic convergence propdrgadbetter et al., 1983), but may not properly aotdor
threshold uncertainty on subsequent inferencesri@cand MacDonald, 2012). The pre-selected thresho
obtained via the square-root criterion have subsety been validated by means of graphical diage®dor
bias and parameter stability (Coles, 2001). Evdiytuaccording to the type of extreme value serigigher
generalized extreme value (GEV) distributions onegelized Pareto (GP) distributions are fitted he t
underlying extreme value series.

Four different parameter estimation methods ardiegfor each of the two approaches. Besides maximu
likelihood estimation (MLE; Coles, 2001) and thermoobust probability weighted moments (PWM) estora
(Hosking, 1990), generalized maximum likelihoodreation (GMLE; Martins and Stedinger, 2000, 200t a
Bayesian parameter estimation (BPE; Coles, 200el&id and Katz, 2016) are used for estimatingpesters
for both GEV and GP distributions.

This approach thus results in eight different medehich returned different outcomes and exhibitetifferent
goodness of fit. For each of the four models, th&,20, 20, 50 and 100 year return levels areutatled. Based
on the approach proposed in Schlégl and Laaha §2@4& best fitting model is determined accordiaghe
CRMSE;, which is defined as the conditional root-meanasqd error (RMSE) calculated for all data points th
feature return levels exceeding the 5-year recagémterval when using Weibull plotting positiofi$iis metric
is particularly suitable for assessing the goodiédg for the upper tail of the fitted distribatns, thus
specifically addressing higher return periods.dditon, the CRMSEis particularly suitable in this case, where
an automated assessment of different functioredfith numerous data series is required.
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Two major conditions have to be fulfilled in order perform an accurate analysis of climate indicizda are
required to be independent and identically distaduColes, 2011; Katz, 2010; Katz, 2013; Chenagl.e2014).
These prerequisites have to be assessed sepdoatelgch of the four classes of climate variabéssthere are
slightly different implications for each of thesegps of indicators.

Taking into account an anticipated climate changh, analyses include a trend-correction for these
meteorological indicators — if necessary. Trendsassessed using the Mann-Kendall trend test (ME45;
Kendall, 1976; Gilbert, 1987) at a significancedkeof 0.05 (Zhang et al., 2004).

As far as the annual maxima series are concernddpéendence of data is only a minor issue, as@myvalue
per year is considered. Regarding the thresholdssxmethod, both the occurrence of threshold eaceed on
consecutive days and seasonality are issues tbitesithe assumption of independence of the timesse
Dependent values in the peak over threshold sariesaken into account by implementing a straighifod
declustering procedure. This is employed by renmvidepended threshold exceedances within the
autocorrelation length of both sides of the localkima (JaruSkova and Hanek, 2006). It is arguetittieasize

of the autocorrelation window has to be selectdtl véspect to the meteorological characteristicsicired. For
instance, while heavy rainfalls are short-term évatcurring on a local scale, temperature impastsmuch
more related to the general (long-term) weatheratitn. Based on the autocorrelation functionshef time
series under consideration, a lag size of 5 dagsbean found suitable for temperature indicatots|ena lag
size of 3 is proposed for precipitation data. Conicey incessant rainfall, however, lag size isueficed by the
size of the pooling window of consecutive days.ndgive-day precipitation aggregates entails exigmthe lag
size to five days, too, in order to avoid overlaygpévents.

4. Results and discussion

Results show the merits of Bayesian parameter agtim methods as compared to traditional fittinghods.

Bayesian parameter estimation of GP distributidttadf to the PDS yielded the best results in 46%lbtases,
followed by Bayesian estimation of GEV distributiofitted to AMS, which showed the best performairce
35% of all cases (Table 1).

Table 1: Summary of the best extreme value modeléivie selected climate indices. The table indisahe number of times the respective
combination of parameter estimation method andaggbr/distribution has been identified as besnfitinethod based on the CRMSE

parameter estimation method

meteorological indicator approach / distribution BPE GMLE MLE PWM sum
- AMS/GEV 14 0 0 1 15
: PDS/GP 8 1 0 1 10
- AMS/GEV 7 0 0 0 7
e PDS/GP 15 0 3 0 18
T AMS/GEV 7 1 0 1 9
" PDS/GP 16 0 0 0 16
L AMS/GEV 10 5 1 0 16

precipitation

PDS/GP 7 2 0 1 10
) ) AMS/GEV 7 0 1 0 8
incessant rainfall

PDS/GP 13 4 1 0 18
sum 104 13 6 4 127

The estimate derived from the thusly selected engregalue model can be visualized to indicate thi@akdity of

the extreme weather exposure for a certain metegiaa! indicator. This is exemplarily illustratedrfincessant
rainfall in Figure 2. Several possible risks arated to the indicator of continuous rainfall. Mdamportantly,
the risk of flooding of the road surface due toklat water absorption capacity in saturated soilsaell as
erosive effects caused by large water amounts Witlhh flow velocity (e.g. bridge scour, washouts at
embankments) are increased by perpetual rainfedidtition, incessant rainfall can be considered poxy for
exposure to mass wasting processes. It has beam that continuous rainfall strongly affects thewtence of
mud slides and debris flows. As Guzzetti et al0@0have illustrated, the minimum average intensitych is
likely to trigger shallow slope failures decreabesarly with increased rainfall duration.



Schlégl & Laaha / TRA2018, Vienna, Austria, Ap6+19, 2018

The hot spots most exposed to intense continuceptation are located in the north-western paftdustria
around the region Salzkammergut-Salzburg. 5-yearmrdevels of between 150 and 170 mm precipitation
five consecutive days have to be expected to dodiese regions. Regarding rare events with angtariod of
100 years, precipitation amounts of more than 20 mave to be expected. Concerning continuous tgittia
5-year return levels in dryer regions range betw@@rto 90 mm precipitation, while 100 year everiisvs
rainfall amounts around 140 mm within five days.

Incessant Rainfall [mm/5d]

QO <150 O (180-190) @ (220-230)

QO [150-160) @ [190-200) @ [230-240)
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50 100

Figure 2: Overview of the 100-year return levelsnaessant precipitation extremes at selectedgaitsn Austria.
5. Conclusion

The hot spot approach applied in this study is shtavbe suitable for spanning up an overall bantwiaf
possible outcomes of various extreme weather evBetsults obtained via the proposed methodologypcave
advantageous for supporting stakeholders such a aathorities in construction and maintenance sank
terms of adaptation planning. While providing ifgignto the general probability and magnitude ofwcence

of severe weather events at a state level, thisoaph is also capable of reflecting regional chiaréstics.
Arguably, road segments where no meteorologicat teries are available may be attributed to a septative
hot spot based on proximity and similarity of topmghic and climatic features (derived from general
meteorological maps and expert knowledge). Theaasithdvocate that these locally available retumelte of
meteorological indicators provide a wealth of imf@tion for an improved management of road netwatish
takes extreme weather exposure of road segmentad¢abunt.

In this study we have presented a framework fofopming a systematic data-based assessment ofge 1@h
most relevant climate indices. In order to accdansmall-scale topographic conditions, we havssiitated that
road networks in heterogeneous study areas casdessed by using representative hot spot statidnish are
homogeneous regions in terms of climate and lamasqaoperties. Results show consistent and plausibl
estimates of locally available return levels of esab climate indices related to temperature andipitation
events at certain selected hot spot regions. Theertainty related to these estimated can be askdsnse
confidence intervals, which are calculated along$it estimates for all stations.

Findings show that such specific impact models lwarapplied to estimate relevant parameters foamatile
transportation planning at appropriate scales. Beguovide valuable guidelines for resilient, m@agispecific
transport infrastructure adaption planning wittpexs to changing climate conditions.
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