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Challenge 

 Implementation of models & 

simulations are essential in 

almost all science topics. 

 Code prototyping is an essential 

development stage in R&D. 

 …But it is a special type of 

software development process, 

highly iterative (exploratory). 

 Thus, special tools & platforms 

are needed. 
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From ideas to working prototypes 
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→ 



Example: Moon age estimation 
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→ 



Example: Brain activity imaging 
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→ 



…But real-world coding is different 

“Benchmarking Octave, R and Python…” -- hgeorgiou@unipi.gr  //  FOSSCOMM 2018 @ 13-14 Oct., Heraklion, Greece 6 



System vs. Model 
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Linux kernel map (2018) Typical NN model (BP-MLP) 



Requirements 

 High-level programming. 

 Good data abstractions. 

 IDE, workspace (memory). 

 Interpreted/script source code. 

 Good data import/export. 

 Extended supporting libs/APIs. 

 Highly portable framework (OS). 

 High-performance run-time core. 

 Good community support (FOSS). 
“Benchmarking Octave, R and Python…” -- hgeorgiou@unipi.gr  //  FOSSCOMM 2018 @ 13-14 Oct., Heraklion, Greece 8 



Exploratory Data Analytics 
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Use proper tools for each task 
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Experimental Setup 

Implementations:  
The exact same sequence of operations 
and loops has been coded as closely-
matched as possible in the three coding 
platforms. 

 Focus is on Data Analytics and 

Machine Learning code prototyping. 

 Common algorithms and data 

operations were selected as 

benchmarks for run-time tests. 

 Octave, R and Python were selected 

as the most appropriate, popular 

and API/package-rich platforms. 
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Platform versions:  
 Octave : 4.4.1 
 R : 3.5.1 
 Python : 2.7.14 



Benchmarks 
 Main benchmark is execution time from the 

end-user perspective (elapsed). 

 Timing mechanisms as provided in platform. 

 Comparison on the same machine. 

 Testing on multiple machines (low/high-end). 

 Tests: Mostly matrix and vector operations, 

plus a reference Bubblesort implementation 

for testing branching/loop code segments. 

 Multiple data matrix/vector sizes                 
(N = 100, 300, 500, 1000, 2000, 4000). 
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Run-time tests included: 
Pseudo-inverse matrix, 
Linear equations system, 
Linear Regression,  SVD, 
FFT, Bubblesort. 

External APIs used: 
None 
 

(Python: numpy, sklearn) 



Machines used 

Low-end, “embedded”: 

 OS: Ubuntu 16.04 LTS 

(kernel 4.4.0/i686) 

 CPU: N270 Atom, 1x2L 

cores, 1.6 GHz 

 Cache: 512 KB 

 RAM: 2 GB 
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Mid-end, “office”: 

 OS: MS-Windows 8.1 

(x64) 

 CPU: i7-3537U, 2x2L 

cores, 2.0 GHz 

 Cache: 4 MB 

 RAM: 8 GB 

High-end, “small server”: 

 OS: MS-Windows 10 

(x64) 

 CPU: i7-8550U, 2x2L 

cores, 1.8 GHz 

 Cache: 8 KB 

 RAM: 32 GB 

Some additional comparative tests: 

 48x Xeon-X5675 (6 cores), 3.07 GHz, 12 MB cache, 48 GB RAM @ Ubuntu 16.04 LTS 

 Mathworks Matlab 9.4.8 (R2018a/x64) @ Ubuntu 16.04 LTS, MS-Windows 8.1 & 10 



Same model, multiple code variants 
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(source code: Python) 

(source code: R) 

(source code: Octave) 



Set #1: Small-scale, low-end h/w 
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Results:  
Rows are 
operations & 
algorithms, columns 
are platforms. 
Left matrix is 
execution times 
(sec), right matrix is 
ratios (1.0=fastest). 



Set #1: Small-scale, low-end h/w 

Profile Plot:  
Colored lines are 
platforms 
Axes are performance 
ratios in operations & 
algorithms 
(1.0/inner=fastest). 
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30 iterations 

    N=100 



Set #1: Small-scale, low-end h/w 

Profile Plot:  
Colored lines are 
platforms 
Axes are performance 
ratios in operations & 
algorithms 
(1.0/inner=fastest). 
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30 iterations 

    N=300 



Set #1: Small-scale, low-end h/w 

Profile Plot:  
Colored lines are 
platforms 
Axes are performance 
ratios in operations & 
algorithms 
(1.0/inner=fastest). 
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30 iterations 

    N=500 



Set #1: Small-scale, low-end h/w 

Bars plot:  
Horizontal axis 
(groups) are 
operations & 
algorithms, colored 
bars are platforms, 
vertical axis value is 
performance ratio, 
mean over N sizes 
(1.0/top=fastest). 
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Set #2: Medium-scale, mid-end h/w 
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Results:  
Rows are 
operations & 
algorithms, columns 
are platforms. 
Left matrix is 
execution times 
(sec), right matrix is 
ratios (1.0=fastest). 



Set #2: Medium-scale, mid-end h/w 

Profile Plot:  
Colored lines are 
platforms 
Axes are performance 
ratios in operations & 
algorithms 
(1.0/inner=fastest). 
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30 iterations 

    N=500 



Set #2: Medium-scale, mid-end h/w 

Profile Plot:  
Colored lines are 
platforms 
Axes are performance 
ratios in operations & 
algorithms 
(1.0/inner=fastest). 
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30 iterations 

   N=1000 



Set #2: Medium-scale, mid-end h/w 

Profile Plot:  
Colored lines are 
platforms 
Axes are performance 
ratios in operations & 
algorithms 
(1.0/inner=fastest). 
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30 iterations 

   N=2000 



Set #2: Medium-scale, mid-end h/w 
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Bars plot:  
Horizontal axis 
(groups) are 
operations & 
algorithms, colored 
bars are platforms, 
vertical axis value is 
performance ratio, 
mean over N sizes 
(1.0/top=fastest). 



Set #3: Large-scale, high-end h/w 

Results:  
Rows are 
operations & 
algorithms, columns 
are platforms. 
Left matrix is 
execution times 
(sec), right matrix is 
ratios (1.0=fastest). 
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Set #3: Large-scale, high-end h/w 

Profile Plot:  
Colored lines are 
platforms 
Axes are performance 
ratios in operations & 
algorithms 
(1.0/inner=fastest). 

“Benchmarking Octave, R and Python…” -- hgeorgiou@unipi.gr  //  FOSSCOMM 2018 @ 13-14 Oct., Heraklion, Greece 26 

30 iterations 

   N=1000 



Set #3: Large-scale, high-end h/w 

Profile Plot:  
Colored lines are 
platforms 
Axes are performance 
ratios in operations & 
algorithms 
(1.0/inner=fastest). 
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30 iterations 

   N=2000 



Set #3: Large-scale, high-end h/w 

Profile Plot:  
Colored lines are 
platforms 
Axes are performance 
ratios in operations & 
algorithms 
(1.0/inner=fastest). 
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30 iterations 

   N=4000 



Set #3: Large-scale, high-end h/w 
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Bars plot:  
Horizontal axis 
(groups) are 
operations & 
algorithms, colored 
bars are platforms, 
vertical axis value is 
performance ratio, 
mean over N sizes 
(1.0/top=fastest). 



Performance Assessment: Octave 

 Superb performance on low-end, small-scale 

linear Algebra operations; Tops at 7 of 18 

tests. 

Good FFT at medium/large-scale. 

 

 

 Extremely bad performance in 

branching/loop code, at any scale. 
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Performance Assessment: R 

Good Linear Regression at small-scale. 

 Fastest branching/loop execution at 

medium/large-scale. 

 

 

 Performance of matrix operations (inverse, 

SVD) degrades quickly as scale increases. 

Overall stable, but slower in almost all tests. 
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Performance Assessment: Python 

 Superb performance on low-end, small-scale 

linear operations, FFT and branching/loops; 

Tops at 9 of 18 tests. 

Good FFT at medium/large-scale. 

 

 

 Unstable/crashes on some large-scale cases 

(FFT, SVD); out-of-memory errors. 
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Additional Comparative Tests 

High-end server (48x Xeon 6-core CPUs): 

 Interpreter core in all platforms does not take full advantage of the 

underlying hardware, even in fully parallelizable operations. 

 All platforms seem to be oriented to single-thread code execution, except 

built-in native-code APIs/packages optimized at compile-time per-se. 

 Mathworks Matlab (non-FOSS, performance baseline): 

 Superb performance on medium/large-scale operations in almost all cases, 

as expected; Tops at 26 of 32 tests. 

 ...But Octave and Python are still competitive or even faster (e.g. FFT). 
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Conclusions 

BAD practices: 

 Using Octave for branching/loop operations, at any scale. 

 Using R for speed-critical matrix operations. 

 Using Python for large-scale matrix operations (N>2000). 

 GOOD practices: 

 Using Octave for low-end, small-scale Algebra; FFT at medium/large-scale. 

 Using R for linear regression; branching/loop at medium/large-scale. 

 Using Python as default for mixed-type, all-scale projects (caution: FFT, SVD). 
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   Questions… 



Δοκιμαστικό μοτίβο ευρείας οθόνης (16:9) 

Δοκιμή 
αναλογιών 

εικόνας 
 

(Πρέπει να 
εμφανίζεται κυκλικό) 

16x9 

4x3 


