
ON CERTAIN PROBABLE ERRORS AND CORRELATION
COEFFICIENTS OF MULTIPLE FREQUENCY DISTRI-
BUTIONS WITH SKEW REGRESSION.

B Y L. ISSERLI3, D.SC.

(1) In the systematic investigation of the statistical constants of multiple
correlation and of their probable errors, it is important to have to hand the probable
errors and the mutual correlations of the more fundamental constants—the means,
the standard deviations and the correlation coefficients. For the case in which
the frequency distribution follows the normal law this need is supplied in the
memoir by Pearson and Filon entitled "On the Probable Errors of Frequency
Constants and on the Influence of Random Selection on Variation and Correlation*."

As regards the more general case in which the regression is skew, the probable
error of a correlation coefficient was first given by Sheppard (Pkd. Trans. Vol. 192,
A, p. 128).

The probable error of a mean and the correlation between deviations in the
value of the mean and that of a standard deviation, or of a correlation coefficient,
and the correlation between two standard deviations, are given by Pearson
(Bionietriia, Vol. DC. 1913, pp. 1-10).

For reference we give here the results for the case of normal distributions
obtained by Pearson and Filon in the memoir referred to above:

(1),

; (2),

(4).
ia ~ r u f n) + Tu <fii ~ fi»fa) , , ,

V2 • ( 1 - r»a) ( 6 ) '
f n f u (1 - r*n -«•*!»- r*lt + 2r11riafn)
•" 2 (1 - r»lt) (1 - r»a) W«

u - rBrM) + (rM - rMra) (rM - rltra))
* ~ f n f u) + (*M ~ r^u) (ra ~ rMrst)I

2 (1 - f»lt) (1 -

• FltO. Trmu. VoL 191, A (1888), pp. S29-S11.
t PhiL Tmu. VoL 191, A, Equ»tkm» (irHirffi), (xxxri), (zzrrii) knd (xl).
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186 Probable Errors in Multiple Skew Regression

In the present paper the corresponding results are obtained for the case of skew
regression. The method employed is different and by supposing the regression
to be linear and the distribution to be normal, a confirmation is obtained of the
above results which in Pearson and Filon's memoir depend on very complicated
analysis.

(2) We may begin by discussing the correlation that exists between deviations
from their means in the case of two correlation coefficients rn and r,t.

We have rn = pn/V(p*Pi>) (8),

»•.< = Pit/V(p*Pt>) (9),
where pjiym^t1 is employed to denote the mixed moment of orders I, m, n, k in
the variables, taken about the means so that

rn pn 2 P* 2

and ^ ^ £ ?
T*t P*t A Pi» 2 P?

It is clear that we shall require the correlations between any one of pn, p+, p^
and any one of ptt, p* and pp. It will suffice to find the correlation between
Ps, and p,(.

Now Npn ~SS{nn(x-x)(y- y)} (12),
* v

/ . Ndpxy -8S{dn,, (x -x)(y- y)}
x y

+ SS{-nxy (j, - y) dx} + SS{- %„ (x - x) dy} (13),
xy x y

or Ndpn-SS{dnnXY} (14),
x v

if we denote the total population by N, x — x by X, y — y by Y and remember
that

S{(x - x) n«} = S{(y - y) nn) = 0.

Similarly Ndp,, = S S {dnkl ZT) (15).
* t

The mean value of dnndnxt in many samples is the mean value of

} x SS

where in the fourfold summation the term

is omitted.

But clearly the right-hand member of (16) reduces to

hence the mean value of

N*dpn<lp« is N (Prtzt - p^j,,,) (17).
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L. ISSERLIS 187

Putting l - s w e deduce from (17)
Mean value of dpndp* = {pm>- pnp*)/N (18),

and putting y ~ x in this result.
Mean value of dp+dp+ = (j>** — p^p^/N (19).

If we multiply (10) and (11), sum for all samples and divide by the number
of samples we deduce "

PnP.t
l (v
2

, 1
4

This result like Sheppard's formula for a% is mucn simpler when expressed
in reduced moments. Let us write

so that q^ is unity and qn = rn. The numerical term in (20) is

or zero, hence

(21).
In the same notation Sheppard's formula becomes

- j - 3 = 15 \ i r 1 (Pi + Pi) +

To find the correlation between »•„ and rIX we have only to replace t by x in
(21), thus

C ^ T
(23).

(3) These correlation coefficients will simplify if the regression be linear and
simplify to a considerable extent if at the same time the distribution be normal.
For with linear regression

~SS(n
x v

where ~in is the mean value of z for given values of x and y.
* For the denominator of left-hand side, c t Biovutrika, VoL n . p. 4.
t The origin being taken at the mean.

 at Stockholm
s U

niversitet on A
ugust 24, 2015

http://biom
et.oxfordjournals.org/

D
ow

nloaded from
 

http://biomet.oxfordjournals.org/


188 Probable Errors in Multiple Skew Regression

Bat from the usual regression equation

so that for linear regression

Further ?•*»=" 15 $8

1 „ ,

or p r f , = Vm r— —

while ? . . , . - 1 + r ^ V ^ - l ) ^ , - ! ) approximately (26)*,
so that (23) can be evaluated approximately by the use of simple moment
coefficients and correlation coefficients only. If in addition the distribution be
normal, we know that

?«•» - 3p«p^ and p^ - (1 + 2r
so that for normal distributions

?••» = (rm - rCTr,.\ 3 r,. - rm,rn

1 - r 1 . , )rx, 1-HO T

or S^L^2 + rtM/rnr (27).

Similarly ^ - 1 + 2 ^*?^ (28),

and 1^1 „ i + 2r,.rjrm, (29),

Substituting these values in (23) we obtain, after some reduction and using

(30),
agreeing with (6) the valae obtained by Pearson and Filon for normal distributions.

As regards the more general case dealing with the correlation between deviations
of r n and those of rtt given by equation (22), we have when the regression is linear

Ttv,t~SSSS{nn,t(xyzt)}
x y ft

x jr «

* Biomdrita, VoL rr. p. 4.
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Lu ISSKELIS 180

where tn, is the mean value of t for given values of x, y and z, BO that as ifl well
known

™ ~ A * - * a. A,, v '

•(32),

where A •

» • * , , 1 , » • , « » »• ,*

»•„, r T I , 1, r«

fmt, *it, r,t, 1

and AM is the minor corresponding to »•„. Thus

?*,»< - - (Ax*?,^. + Art?.^, + A.tq^/At, (33),

so that Rr r can be evaluated approximately in the case of linear regression
without employing any mixed moments beyond the simple product moment
occurring in a correlation coefficient.

For normal distributions we may use (27), 28) and (29) giving

Inu = - (An (2rnrn + r,,) + A,, (2rwr , , + ra) + Art (2rnrw, + rn)]/Alt ...(34).

By well-known properties of first minors of a determinant we have from (32)

A« + rn Art + ra A,, + r^A,, — 0 (36),

rnA.t + A,4 + r,,A,4 + J ^ A , , - 0 (36),

r«A r t + r , . ^ + A,, + r,tA« - 0 (37).

Multiply these equations by r , , , rM , rn respectively •and add,

•"• (»•« + 2rMr«,) ^ + (rM + 2r,,r. ,) A^
^. (fa(> 4. 2rOTrOT) A,, + ( r , , ^ + r r a rw + f»»r,«) A« — 0 (38).

Combining this result with (33) we see that for normal distributions

an interesting result likely to prove useful in other applications and probably
capable of generalisation Particular cases of (39) axe obtained by putting t — x
so that j««,, — rwt + 2ravr s t which is (27) and t = x, z =• y giving q^ — 1 + 2r*n

which is well known.

If we now substitute these values in equation (21) we find

The right-hand member can Be put in the form

+ (••« - r^ r , , ) (frt - »•„»•„) + (r,, - r^r^) (rtt - rCTr r t)},

* Thii resnlt, which i> tcmmte for normal distributions, ii given u approxfnutety true for snoh
distributions by BL E. Soper, Bionwfriio, Vol. n . p. 100

 at Stockholm
s U

niversitet on A
ugust 24, 2015

http://biom
et.oxfordjournals.org/

D
ow

nloaded from
 

http://biomet.oxfordjournals.org/


190 Probable Errors in Midtij)le Skew Regression

and if we remember that for normal distributions

°ra = (1 " r*n)lVN, a r - = (1 - r«rt)/ V7f,

this result agrees with Pearson and Filon's value quoted above as equation (7).

(4) To find the probable error of a standard deviation.

— = lzr («)•
<r~ &V*

H e n c e

• 2 g ^ . v Pi -J. ,4l)

" * 2V1?
This result is well known, and for normal distributions, i.e. when /?, — 3, becomes

To find the correlation between a standard deviation ax and a correlation
coefficient »•„, we multiply (40) by the equation

and sum for all samples and divide by their number b the usual way, obtaining

(42),

a result which as before can be approximated to in the case of linear regression, and
which for normal distributions becomes*

Sr^r^ - (r1^ + r»xx) ry.
= ~ V 2 . ( l - r * , , )

agreeing with equation (5).

* For the case i = z , Le. B f i T , c t f i o M d n i a , Vol. n . p. 8.
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