ON CERTAIN PROBABLE ERRORS AND CORRELATION
COEFFICIENTS OF MULTIPLE FREQUENCY DISTRI-
BUTIONS WITH SKEW REGRESSION.

By L. ISSERLIS, D.Sc.

(1) In the systematic investigation of the statistical constants of multiple
correlation and of their probable errors, it is important to have to hand the probable
errors and the mutual correlations of the more fundamental constants—the means,
the atandard deviations and the correlation coefficients. For the case in which
the frequency distribution follows the normal law this need is supplied in the
memoir by Pearson and Filon entitled “On the Probable Errors of Frequency
Constants and on the Influence of Random Selection on Variation and Correlation®.”

As regards the more general case in which the regression is skew, the probable
error of a correlation coefficient was first given by S8heppard (Phsl. Trans. Vol. 192,
A, p. 128).

The probable error of a mean and the correlation between deviations in the
value of the mean and that of a standard deviation, or of a correlation coefficient,
and the correlation between two standard deviations, are given by Pearson
(Biometrska, Vol. 1x. 1913, pp. 1-10). )

For reference we give here the results for the case of normal distributions
obtained by Pearson and Filon in the memoir referred to above:

S OSSN (1),

T, = (L= rMVB (2),

By, = Py ceeeeeeeeeeeessessesssssissessssene e s (),

By, = 1y Bereeeeresesesesssssssssseisens sttt (),

R,, =2l '\/"2"’)( * ',‘:)' ZtTs) e, (5),
i (L = P — 18y — 193 + 2

By =7 — 0 A ful ufe) (6),

{ (r13 — T1aTes) (Taa — TaTad) + (Tog — T3471s) (Tas — "u"u)}
+ (713 = T147s4) (Tog — T1aT14) + (T1g — T1279¢) (P23 — TaaTad) N+,

Fruara = 2T — i) (L — 7

* Pkil. Trans. Vol. 191, A (1898), pp. 229-311.
t PAi. Trans. Vol 191, A, Equations (xv)-(xvifi), (xxxvi), (xxxVii) and (xl).
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186 Probable Errors in Multiple Skew Regression

In the present paper the corresponding results are obtained for the case of skew
regression. The method employed is different and by supposing the regression
to be linear and the distribution to be normal, a confirmation is obtained of the
above results which in Pearson and Filon’s memoir depend on very complicated
analysis.

(2) We may begin by discussing the correlation that exists between deviations
from their means in the case of two correlation coefficients r., and r,,.

We have Toy = Por/V (P2Py) coeneeiianiiiiieeeea, (8),

Tet = PatfV(PerDPa)eeeoeemieeirieieniieeeen, (9),

where P =,»a is employed to denote the mixed moment of orders I, m, #, k in
the variables, taken about the means so that

Uey _ GPer _Lldpe ldpy (10),
Tay Py 2 pg 2 pp
and dra 9 ldps ldpe (11).

T Pu 2 pa 2 pa
It ia clear that we ghall require the correlations between any one of p.y, pe, Py
and any one of p,,, ps 8nd pa. It will suffice to find the correlation between
Pay 804 Py )
Now Npey = S8S{npy (T —Z) (Y = J)} coeeenrieeeieeeienn (12),
zy

Ndpzv - ‘ff{d":v (I - 5) (y - :'7)}
+88(ney 4 = 9) 4B} + 88 ey (2 = D)4} ...13)
z Ty

or Ndp,y= SS{dney XY} cooreeeieinieirieeee (14),
TV

if we denote the total population by N, z — Z by X, y — % by Y and remember
that
f{(z—f)ﬂn}=§{(y—§)ﬂn}=0-

Similarly Ndp,, = SL‘S {@ny ZT} oo, (15).
t 4

The mesan value of dn,,dn,, in many samples i3 the mean value of

S8 ney i} X S8 nyy )

Z,Y ¢ Zpbn
1
=N ‘Eéfg{dnr.yrn&d"zwﬂz#} g nte (1= B2y 0 /N)..(16),
where in the fourfold summation the term
(dﬂ:'g z, tf)‘
is omitted. -
But clearly the right-hand member of (16) reduces to
nzlyl’“‘r - nzly{"z"r/N'
hence the mean value of

N2dp, dp. 18 N (Deyst — PryPat) oveeeeeeeeevnnnnnnns (1.
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Putting ¢t = z we deduce from (17)

Mean value of dp,,dp,s = (Poyst — PevPet)/N coeeereeenne (18),
and putting y = r in this result,
Mean value of dpadps = (Pagt — PaPu)/N coceevreenneens (19).

If we multiply (10) and (11), sum for all samples and divide by the number
of samples we deduce -
N “r,,ar‘Rr:,,rJ TryTat
_ Pryst = PesPat _ 1 (Pomt — PesPt) _ 1 (Pove ~ PerPa)
PerPss 2 Pups 2 Pupn
_ l(?-’u — Pl’Pﬂ) - 1(}’1’-: — Pv’P-t) + l(?l’l' _ p-‘?-’)
PePat 2 pepu 4 Paps
+ % (Pz‘ﬁ - P:'Pﬂ) + 1 (pr’r' - p"Pl‘) + 1 (pv't’ - Pv’pl’) ______ (20)
PaPa 4 PyPs & Pepe
This result like Sheppard’s formula for o%,  is much simpler when expressed
- in reduced moments. Let us write

Priymenps
T v i = Qymensts

g,'o,®0 0,

(34

so that ¢, is unity and ¢,, = r,,. The numerical term in (20) is

1+ +1(-4)
or zero, hence

N Or ey Tru Rr,,, f‘/ TrTst

1 1
= Jom _ - (q"’ kL1 L L) 1 Tes + Quan t Qo + gyia)

TeyTes 2 Tey Tet
......... (21)
In the same notation Sheppard’s formula becomes
o? 1 +
Trag= 2 {-‘7;"1' + 1Bt Ba)+ qun— 1“'—7‘—"} ......... (22)*.
y Nlr'e Tay

To find the correlation between r_, and r., we have only to replace t by z in

(21), thus
Noy,0, R, . [TsyTee

1 + s + Qayts 1
- d2m _ ‘(Q—'Lq"" + Q_-'__Q_af_) + @+ G + G + Gpst)

TryTas 2 T2y Trs

(3) These correlation coefficients will simplify if the regression be linear and
simplify to a considerable extent if at the same time the distribution be normal.
For with linear regression

Npsw = 888 (nenzyi)t
=88 (n,zy % £,),
zy

where Z,, is the mean value of z for given values of z and y.

* For the denominator of left-hand side, cf. Biometrika, Vol. Ix. p. 4.
t The origin being taken at the mean.
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But from the usual regression equation

5” - Z(f" - fﬂ'vl) O +y (fu - f.,f,,) Os

1—13, /o, 1-9, /o,
8o that for linear regression
Tes ™ TeuTys\ Os Tys = Txsl. 3
Pown = (TT:) Z‘—' Paty + ('1__—'_."") Z—.'p.a,n ............ (24).
1
Further Par =y S8 (nyzy)
€y
1 -
- N *E ("sz,ys)
- %f (n,z‘Z—:r,,,) :
. or Py = Pa Tay :—' ....................................... (25),
while qap =141,V (8 — 1) (F; — 1) approximately ......... (26)*,

80 that (23) can be evaluated approximately by the use of simple moment
coefficients and correlation coefficients only. I/ in addition the distribution be
normal, we know that

Poy™ 3PmyPu 80d Py = (1 + 2r%,)/Dupy,
s0 that for normal distributions

Petys _, (’cs — rnfn)i + Tys — TesTey 1 + 2%,
PayPes 1—18, /r., l—r royfer '
or den _ g F Pun/TayTag ooereevimiiiiiiniiii e (27).
TeyTes
Similarly Qomt o L 2oaTer e, (28),
Ty Tey
and : L R S A (29),
f“

Substituting these values in (23) we obtain, after some reduction and using
o, = (1—1,)VN,
(1 - r’u) (1 - f’.,) Rr,,r,,
= Ty (1 - "’n) (1 - "u) - ifufn (1 - f.n - f’,, - r’u + 2’::""'::)

agreeing with (68) the value obtained by Pearson and Filon for normal distributions.

As regards the more general case dealing with the correlation between deviations
of r,, and those of r,, given by equation (22), we have when the regression 1s linear

Pryss ™= ‘z‘g*?“g {ﬂ'l"t (Iyﬂ)}
== SSS{N,." (Winl)}v
zys

* Biometrika, Vol Ix. p. 4.
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where #,,, is the mean value of ¢ for given values of z, y and 2, 50 that as is well
known

3 ar Ay a A, oAy
=—T— = —y— — 2 T eeiieeeecscenenes 31),
bors - W ¥ Oy Oy o, Ay ( )
Whﬁl'e A = 1: Teyr Tzz» T
Tor Lo Te Ta |, (32)

'm » 7‘1: » 1: f:!
LY r.t » Tst> 1

and A, is the minor corresponding to r,.. Thus

Qevst ™ — (AniGatye + Byifers + BatGepmd)/Ber covvvveennnnn. (33),
80 that R  can be evaluated approximately in the case of linear regression

without employing any mixed moments beyond the simple product moment
occurring in a correlation coefficient.

For normal distributions we may use (27), 28) and (29) giving
Quost = — (B (2ry7es + 752) + Ay (UayTys+ Taa) + Byt (2102700 + 745y) Ay ...(34).
By well-known properties of first minors of a determinant we have from (32)

A¢'+T“A"+1",A"+rdA“-o ........................ (35),
f”A“ + Aﬂ + f'.A.’ -+ ""Au 0 i, (36),
f“Aﬂ + f"A,' + A" + f"Au =0 ciiriiieireeenea, (37)-

Multiply these equations by r,,, 7., r,, Iespectively and add,
N ('qx t 2auTey) Bus + (ras + 2ry,7,,) Ay
+ ('n + 2’1:’”) A,. + ('nrd + Toalyr + 'nrnt) Aﬂ =0...... (38)'
Combining this result with (33) we see that for normal distributions
Guyst ™ TayTat T PysTat + TeaTyt ccoverrercnisrroennnnnns (39)*,
an interesting result likely to prove useful in other applications and probably
capable of generalisation Particular cases of (39) are obtained by putting ¢t = z
80 that gg,, =~ r,, + 2r,,7,, which is (27) and ¢ =z, z = y giving gap =1+ 2r%,,
which is well known.
If we now substitute these values in equation (21) we find
No, o, R

Tey Tt TogTw
= 20 Tt 2 oy — 2P el yaT et — 2t Tyt
— T atTay — Uyl yt Ty + TayTat (Pos + P20 + Py + 241).
The right-hand member can be put in the form
‘}{(fﬂ — TaaTs) (Tgs — ToyTes) + (Ter — TouTut) (Tes — 'ﬂfd)
+ (Tas = Ty Py) (Tyr — Tyalat) + (Tas ~ TeiTy) (Tyr — TeuT)},

* This result, which is accurate for normsl distributions, is given as approximately true for such
distributions by H. E. Soper, Biomeirika, Vol rx. p. 100
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190 Probable Errors in Multiple Skew Regression

and if we remember that for normal distributions

o, =(1-1r)VN, o, =(1-1.)vN,

Ty Tx
this result agrees with Pearson and Filon’s value quoted above as equation (7).
(4) To find the probable error of & standard deviation.
o'y = Pa,
. dos _ dpa
) Oz 2?:'

z’v, P — P’c’
Hence ?" = 4?’.:N by (17)

This result is well known, and for normal distributions, i.e. when 8, = 3, becomes

T =

“~Vay’

To find the correlation between a standard deviation o, and a correlation
coefficient r,,, we multiply (40) by the equation

agreeing with (1).

Tys Pus  2Pp  2ps
and sum for all samples and divide by their number in the usual way, obtaining
2N 05,9, By 7[00
= (Parss — PutPu)/ PP — ¥ (Pare — PePy)/PaPr — } (P2 — Pops)/Depre
_I2n _Jovt Gate o
- G T e
a result which as before can be approximated to in the case of linear regression, and
which for normal distributions becomes*
Tos + AanTo _ 3@+ 2, +2m,)

Ty

Rn.r,. = oN  _Os a—-r) 1
‘'VAN' VN 0T
—_ 2'“’:1 — (r’ﬂ + f’z,) Tys i
ﬁ . (1 _ f”.) .............................. ( )'

agreeing with equation (5).

‘Fortheoaae:nz,i.e.B,n,d,cLBio-dﬁh.Vome.&
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