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ABSTRACT

We describe a novel method for creating a hyperlink from a
phrase in the lyrics of a song to the same phrase in the lyrics
of another song. This method can be applied to various ap-
plications, such as song clustering based on the meaning of
the lyrics and a music playback interface that will enable
a user to browse and discover songs on the basis of lyrics.
Given a song database consisting of songs with their text
lyrics and songs without their text lyrics, our method first
extracts appropriate keywords (phrases) from the text lyrics
without using audio signals. It then finds these keywords
in audio signals by estimating the keywords’ start and end
times. Although the performance obtained in our experi-
ments has room for improvement, the potential of this new
approach is shown.

1 INTRODUCTION

The goal of this study is to enable a Music Web where
songs are hyperlinked to each other on the basis of their
lyrics (figure 1). Just as some hypertext phrases on the web
are hyperlinked, so some phrases of lyrics (which we call
hyperlyrics) on the Music Web can be hyperlinked. Such
a hyperlinked structure of the Music Web can be used as a
basis for various applications. For example, we can clus-
ter songs based on the meanings of their lyrics by analyzing
the hyperlinked structure or can show relevant information
during music playback by analyzing the hyperlinked songs.
We can also provide a new active music listening interface
[1] where a user can browse and discover songs by clicking
a hyperlinked phrase in the lyrics of a song to jump to the
same phrase in the lyrics of another song. Although we can
think of many possible ways to hyperlink musical pieces on
the Music Web, focusing on song lyrics is natural because
the lyrics are one of the most important elements of songs
and often convey their essential messages.

Most approaches for analyzing inter-song relationship
have been based on musical similarity between songs, and
various music interfaces based on such song-level similarity
have been proposed [2, 3, 4, 5, 6]. the methods of music
browsing for intra-song navigation have also been studied,
such as music browsing based on the structure [7, 8] and the
lyrics [9, 10, 11]. However, hyperlinking lyrics — ie., a
combination of inter-song and intra-song navigations based
on lyrics phrases — has not been proposed.

In this paper, we propose a method for hyperlinking iden-
tical keywords (phrases) that appear in the lyrics of different
songs. Hyperlinking lyrics enables us to benefit from vari-
ous studies dealing with sung lyrics in musical audio signals.
For example, by using methods for automatic synchroniza-
tion of lyrics with musical audio signals[9, 10], we can first
find a keyword pair in the text lyrics for two different songs
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Figure 1. Hyperlinking lyrics. on Music Web

and then locate (i.e., estimate the start and end times of) the
keyword in the audio signals of each song. However, it is
still difficult to achieve accurate automatic lyrics recogni-
tion that enables us to find a keyword pair in sung lyrics
that are recognized in polyphonic musical audio signals, de-
spite the achievements made by studies on automatic lyrics
recognition for musical audio signals [12, 13, 14]. While
studies have also been done on analyzing text lyrics without
using audio signals [15, 16], we cannot use their results to
hyperlink lyrics.

Figure 2 shows the strategy our method uses to hyperlink
lyrics. We assume that a user has a song database that is
a set of audio files (e.g., MP3 files) and that we can pre-
pare text files of the lyrics for some of the songs. Note
that we do not require text lyrics for all the songs — i.e.,
a song database consists of songs with their text lyrics and
songs without them. We therefore apply two different strate-
gies for hyperlinking: one for hyperlinking from a phrase in
other text lyrics to the same phrase in the text lyrics, and one
for hyperlinking from a phrase in the text lyrics to the same
phrase in the sung lyrics in a song (polyphonic music sig-
nals) without its text lyrics. Here, “text lyrics” means a text
document containing the lyrics of a song, and “sung lyrics”
means audio signals containing the lyrics sung by a singer
in a polyphonic sound mixture. Although hyperlinking from
text lyrics to text lyrics is relatively easy with the support of
LyricSynchronizer [10, 1], hyperlinking from text lyrics to
sung lyrics is more difficult.

2 OUR METHOD FOR HYPERLINKING LYRICS

Our method hyperlinks phrases that appear in the lyrics
of different songs. In other words, if different songs share
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Figure 2. Two different strategies for hyperlinking: hyper-
link from text lyrics to text lyrics and hyperlink from text
lyircs to sung lyrics.

the same phrase (what we call a keyword' ) in their lyrics,
a section (temporal region) corresponding to the keyword
in one song is hyperlinked with a section corresponding to
the same keyword in another song. This method should
deal with polyphonic music mixtures containing sounds of
various instruments as well as singing voices. If a song
database consists of songs with text lyrics and songs without
text lyrics, this approach creates two different types of bidi-
rectional hyperlinks: a hyperlink between songs with text
lyrics and a hyperlink from a song with text lyrics to a song
without them. The former hyperlink can be created by ex-
tracting potential keywords from all the text lyrics and find-
ing sections corresponding to them (i.e., temporally locat-
ing them) in audio signals with the help of their lyrics. This
estimation can be done using an automatic lyrics synchro-
nization method described in [10]. For the latter hyperlink,
our method looks for sections including voices that sing the
keywords by using a keyword spotting technique for poly-
phonic music mixtures.

2.1 Hyperlinking from text lyrics to text lyrics

This section describes our method for hyperlinking from
text lyrics to text lyrics. By using text lyrics of all the songs,
the method first extracts as many keywords that can result
in meaningful hyperlinks as possible. It then estimates sec-
tions (the start and end times) of each keyword in audio sig-
nals. Finally, it creates bidirectional hyperlinks between the
estimated keyword sections.

2.1.1 Keyword extraction from the text lyrics

We would like to create as many hyperlinks as possible
while ensuring that they are meaningful and useful. We
therefore have to accordingly extract keywords. From the
viewpoint of inter-song hyperlinks, each keyword must ap-

!'In this paper, the term “keyword” means a lyrics phrase consisting of
one or more consecutive words.

282

pear in multiple songs (the more songs, the better). In
addition, since long keywords tend to convey important
meanings, longer keyword lengths are preferred. Longer
keywords are also advantageous for improving the accu-
racy of keyword detection, in Sec. 2.2. In contrast, short
words/phrases, such as an article and a preposition, are not
appropriate as keywords.

The requirements for appropriate keywords can be sum-
marized as follows:

(a) A larger number of songs sharing a keyword is better.
(b) A larger number of phonemes in a keyword is better.

Note the trade-off between these requirements: a longer
phrase is less likely to appear many times. We therefore try
to maximize the number of phonemes provided each key-
word appears in two songs or more.

According to these requirements, we developed the key-
word extraction algorithm shown below.

1. Initialize a keyword dictionary as empty. Each keyword
registered to this dictionary in the following will have a
flag called a "finalized” flag only when it cannot be con-
nected with an adjacent word to make a longer keyword
(phrase).

2. Register every word of all text lyrics to the keyword
dictionary.

3. Count the number of different songs whose lyrics in-
clude each keyword of the keyword dictionary. The key-
word with the largest number of corresponding songs is
considered the most frequent keyword.

4. Remove all keywords that appear in less than M songs
from the keyword dictionary.

5. Select the most frequently occurring keyword without
the “finalized” flag. If all the keywords have this flag,
this algorithm is finished.

6. Try to combine adjacent words with the selected key-
word. The former word and the latter word of each
lyrics are respectively combined to make a longer
phrase.

7. Only the best combination that results in the most fre-
quent phrase is registered as a new keyword to the key-
word dictionary, provided it appears in M songs or
more. Note that the original keyword is not removed
even if a combined one is thus registered.

8. If any combination for the selected keyword does not
appear in M songs or more, the “finalized” flag is at-
tached to the keyword when the number of phoneme of
it is more than "N” and the keyword is removed when
the number of phoneme of it is under "N”.

9. Go back to 5.

First, the algorithm uses a dictionary to prepare the pronun-
ciation of each word of all text lyrics so that each word can
be represented as a sequence of phonemes and the number
of phonemes can be calculated. 2

Two parameters, M and N, correspond to the above re-
quirements. Since their appropriate values will depend on
the total volume of all lyrics, in Sec. 2.2 we discuss how
they are set.

2 For songs sung in the Japanese language, we need to apply a prepro-
cessing, called morphological analysis, so that text lyrics can be divided
into a sequence of words. Unlike English, a word boundary is not explic-
itly specified by a space character in Japanese.
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2.1.2 Hyperlinking keywords

Each keyword in the keyword dictionary is used to create
bidirectional hyperlinks. Given the text lyrics, our method
can easily find all the positions of each keyword through
a string search. At each found position, the method then
finds the keyword’s section (temporal region) by estimating
its start and end times in the corresponding musical audio
signals. This can be done by using an automatic lyrics syn-
chronization method [10] which estimates the start and end
times of all words in the lyrics, including the keywords.

2.2 Hyperlinking from text lyrics to sung lyrics

This section describes our method for hyperlinking from
songs with text lyrics to songs with only the sung lyrics (au-
dio signals). Each keyword in the keyword dictionary is
again used to create bidirectional hyperlinks, but our method
should find each keyword in polyphonic musical audio sig-
nals without text lyrics. The method first judges whether
the sung lyrics of each song (without text lyrics) includes a
keyword, and then finds the keyword section by estimating
its start and end times. We enable this through a method
based on a keyword spotting technique [17]. This technique
uses two different statistical acoustic models: a model for
the keyword pronunciation (called the keyword model) and a
model for other sounds (called the garbage model). By find-
ing the best matching of these models to singing voices seg-
regated from polyphonic audio signals, we can find keyword
sections described by the keyword model. More specifi-
cally, we first detect many candidate sections of keywords
and then narrow the candidates down by rescoring them.

2.2.1 Feature extraction for singing voices in polyphonic
mixtures
To use the acoustic models, we extract a sequence of fea-
ture vectors from each song without the text lyrics. Since
the audio signals are polyphonic, we have to reduce various
influences of the accompaniment sounds to extract feature
vectors that represents only the singing voice. We therefore
use the feature extraction method described in [10]. This
method estimates and resynthesizes the singing voice (the
sung melody) in polyphonic mixtures through three steps:
(1) estimate the most predominant FO as the melody line
(singing voice candidate) by using the PreFEst method
(18]
(2) extract the harmonic structure corresponding to the es-
timated FO
(3) use sinusoidal synthesis of the harmonics to resynthe-
size the audio signal (waveform) corresponding to the
melody line.
After resynthesizing the singing voice, we extract the
MFCCs, AMFCCs, and A Power as feature vectors.

2.2.2 Preparing acoustic models by training phone models

The keyword and garbage models are represented as the
hidden Markov models (HMMs). In the keyword HMMs,
the pronunciation of each keyword is represented as a se-
quence of phone models as shown in Figure 3. The garbage
HMM is defined as a phoneme typewriter in which any
phonemes can appear in any order as shown in Figure 4.
The keyword HMMs and garbage HMM are integrated in
parallel as shown in Figure 5.

The phone models that represent acoustic characteris-
tics of the phonemes of singing voices significantly affect
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Figure 3. Keyword models (HMMs).

:

Figure 4. Garbage model (HMM).

the performance of keyword spotting. Because we can-
not directly use phone models for typical automatic speech
recognition, we built from scratch our own phone mod-
els for singing voices. We prepared precise phoneme-
level annotation for 79 Japanese songs of the RWC Music
Database: Popular Music (RWC-MDB-P-2001) [19], and
then trained monophone models with 3-state left-to-right
HMMs on those songs.

2.2.3 Keyword candidate detection and score calculation

For each song without the text lyrics, the method de-
tects candidate sections of each keyword by applying a
Viterbi decoder to the feature vectors. As a result, the key-
word HMMs can be expected to match with candidate sec-
tions where the singer sings the keyword, while the garbage
HMM can be expected to match with all other sections.
In this decoding, the likelihood of each candidate section
against the corresponding keyword HMM can also be ob-
tained, which represents acoustic matching between singing
voices and the HMM. This decoding needs to use a word
insertion penalty; each keyword in the keyword HMMs and
each phoneme in the garbage HMM is regarded as a word.
The word insertion penalty prevents long keywords from be-
ing substituted by short keywords of other keyword HMMs
or phonemes of the garbage HMM. This decoding frame-
work is based on typical automatic speech recognition tech-
niques, except that the language model (Figure 5) was de-
signed specifically to detect the keywords.

After the candidate sections of keywords are detected,
we calculate the score of each candidate to narrow down the
number of candidates. First, the Viterbi decoder using only
the garbage HMM is applied to each candidate section to
obtain its likelihood against the garbage HMM. Since the
likelihood of each candidate section against the correspond-
ing keyword HMM has already been obtained as explained
above the score can be defined as the difference in the av-
erage log likelihood between the keyword HMM and the
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Figure 5.

Integration of the keyword models and the
garbage model.

garbage HMM.

2.24 Hyperlinking keywords

For each keyword, we select several songs that include
detected keyword candidate sections with high scores. We
then create bidirectional hyperlinks from keyword sections
in songs with the text lyrics to the selected candidate sec-
tions in songs without the text lyrics.

3 EXPERIMENTS

We conducted preliminary experiments to evaluate our
hyperlinking method by using 79 Japanese songs taken from
the RWC Music Database: Popular Music (RWC-MDB-P-
2001) [19].

3.1 Evaluation of hyperlinking lyrics

First, we evaluated the performance of the keyword ex-
traction described in Sec. 2.1.1. We set parameters M and
N to 2 (songs) and 10 (phonemes), respectively. As a result,
84 keywords were automatically extracted and the average
number of phonemes of those keywords was 11.1. 3 Figure
6 shows a distribution of the number of phonemes and Table
1 shows examples of the extracted keywords. We found that
appropriate phrases that could result in meaningful hyper-
links were chosen as the keywords.

Next, we evaluated the performance of hyperlinking from
text lyrics to sung lyrics, as described in Sec. 2.2 by intro-
ducing a new evaluation measure link success rate * . The
link success rate indicates the percentage of hyperlinks that
correctly connected a phrase in a song to the same phrase
appearing in another song. Our evaluation procedures were
as follow:

1. Assuming that the lyrics of the 79 songs were unknown,
we executed the keyword candidate detection and score
calculation described in Sec. 2.2.3.

2. For each song in the 79 songs, we again assumed that
we obtained the text lyrics of this song only and cre-

3 Since the lyrics used here were written in Japanese, we used a prepro-
cessing morphological analyzer MeCab[20] to divide the input text lyrics
into word sequences.

4 In this paper, we have omitted any evaluation of the hyperlinking from
text lyrics to text lyrics, described in Sec. 2.1, because its accuracy depends
on only the performance of LyricSynchronizer [10, 1]
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Figure 6. Distribution of the number of phonemes of ex-
tracted keywords.

ated the hyperlinks of the above 84 keywords from this
song to the other 78 songs. In this experiment, the hy-
perlinks were created only for the keyword candidate
section with the highest score.
3. We evaluated these hyperlinks by using the link success
rate and averaged the rate over all 79 songs.
The link success rate, , of a song is expressed as

Sy ity s(w(k, i)

r 1% ) (D
> k=1 1k
N 1 if w(k,4) is appropriate
s(u(k,9)) = { 0 if w(k,4) is not appropriate (2)

where k denotes a different keyword, K denotes the number
of keywords appearing in the song, 5, denotes the number
of occurences of the k-th keyword within this song (note
that the same keyword is sometimes repeated in the same
song), and w(k,?) expresses the i-th hyperlink of the k-th
keyword. A hyperlink w(k, ) is judged to be appropriate
when more than half of the detected region (in the other 78
songs) hyperlinked from the k-th keyword overlaps with the
ground truth region (given by the annotation we used in Sec.
2.2.2. The experimental result showed that the link success
rate was 30.1%.

3.2 Number of phonemes and occurrences of keywords

We then evaluated the appropriateness of parameters M
(= 2 songs) and N (= 10 phonemes). As described in Sec.
2.1.1, M indicates the minimum number of songs in which
each keyword should appear and N indicates the minimum
number of phonemes of each keyword (i.e., the minimum
length of each keyword). Because we would like to create
as many hyperlinks as possible, we first fixed M as 2 songs
for this evaluation with a small number of songs. We then
measured the link success rate by increasing N. Table 2
shows the dependence of the link success rate and the num-
ber of extracted keywords on the number of phonemes in the
keywords. Taking the trade-off between the two parameters
into consideration, we set NV as 10 phonemes.

3.3 Validation of our experimental conditions

In the experiments described in Secs. 3.1 and 3.2, the
79 songs used for the evaluation of hyperlinks were the
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Table 1. Examples of extracted keywords. Note that English translations were done specifically are prepared just for this paper
because most keywords are not complete sentences and are hard to translate.

Keyword English translation ~ Phoneme sequence number of occurrences
WEZT{N/T L what ~ taughtme gaoshietekuretakoto 2 songs
EZFEThHkil continue forever dokomademotsuzuku 2 songs
LD in one’s heart kokorononaka 3 songs
Flis nice smile sutekinaegao 2 songs
HFR A all over the world sekaijywni 2 songs

Table 2. Dependence of the link success rate on the number
of phonemes.

# of phonemes 8 9 10 11 12 13
Link success rate (%) 232 275 30.1 243 359 400
# of keywords 271 144 84 45 24 13

Table 3. Results of phoneme-level recognition: Comparison
between closed and open conditions.

i. closed

50.9%

Condition ii. open

49.8%

Accuracy

same as those used for the phone model training. This was
done because we had to apply the laborious time-consuming
phoneme-level annotation on the 79 songs for both train-
ing the phone model and preparing the ground truth for the
evaluation. Moreover, since the likelihood comparison be-
tween different songs requires use of the same phone model,
we could not prepare different phone models by omitting
the target song in the training and conduct a typical cross-
validation. Since we used 79 songs for the training, we ex-
pected little contribution from the target song (used in the
evaluation). Still, we wanted to confirm that this would not
be a major issue affecting the reliability of our evaluation.

We therefore evaluated the performance of phoneme-
level recognition using the Viterbi decoder and the phoneme
typewriter under the condition that the text lyrics were not
known. As the ground truth data for measuring the average
frame level accuracy, we used the phoneme-level annotation
used to train the phone model. Two two conditions were
compared:
i. The same 79 songs were used for both the phone model

training and the evaluation (closed condition).
ii. 10-fold cross validation was done on the 79 songs for the
training and the evaluation (open condition).

Note that these conditions, the purpose, and the evaluation
measure differ from those in Secs. 3.1 and 3.2.

Table 3 shows the results. These conditions did not
greatly affect accuracy, confirming the appropriateness of
our experimental conditions.

3.4 Evaluation of phone models

Finally, we compared the phone models trained from
scratch with the phone models adapted from those for
speech recognition. In [10], the phone models were pre-
pared by adapting phone models for speech recognition with
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Table 4. Results of phoneme-level recognition: Comparison
of three phone models.

iii. train.

50.9%

i. small adapt.

27.1%

ii. large adapt.
32.7%

Accuracy

a small number of training data (10 songs with the phoneme-
level annotation). They performed well for the lyrics syn-
chronization problem, but the keyword detection problem,
which is more difficult, requires more accurate phone mod-
els. We therefore prepared precise phoneme-level annota-
tion and trained the phone models from scratch. To con-
firm the effectiveness of training of the phone models from
a large amuont of training data, we conducted experiments
using three phone models:
i. (small adaptation) Phone models created by adapting
the phone model for speech recognition using 10 songs.
ii. (large adaptation) Phone models created by adapting
the phone model for speech recognition using 79 songs.
iii. (training) Phone models trained from scrach using 79
songs.
The results are shown in Table 4. We found that the aver-
aged frame level accuracy was drastically improved under
the condition iii. This indicates that, when we have enough
training data, phone models trained from scratch can per-
form better than the adapted ones based on speech recogni-
tion.

4 DISCUSSION

In this paper, we looked at the way of hyperlinking lyrics,
i.e., creating bidirectional hyperlinks connecting lyrics key-
words shared by different songs. Thus, we can generate a
hyperlinked (networked) structure of songs. Our technology
can be used when we only know the lyrics of a part of the
songs. This step towards enabling the Music Web should
help lead to a lyrics-based-MIR from songs that have un-
known lyrics.

We can incorporate this method into LyricSynchronizer
[10, 1], which displays scrolling lyrics with the phrase cur-
rently being sung highlighted during playback. A user in-
terested in a different song containing the same hyperlinked
keyword of the song currently being played can simply click
on a highlighted keyword to jump to and listen from that
keyword in a different song.

This is just the beginning for this new research topic,
and because dealing with lyrics of polyphonic music sig-
nals is challenging, the performance represented by the ex-
perimental results given in Sec. 3.1 still need to be im-
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proved. We expect to improve the overall performance by
refining the phone model. As shown in Sec. 3.4, we can im-
prove it by preparing the annotation for more songs. More-
over, as speech recognition technologies have shown, once
we obtain good initial phone models, we can improve them
through transcribing audio signals (i.e., lyrics) without re-
quiring precise phoneme-level annotation.

Our experience in developing the keyword extraction
method described in Sec. 2.1.1 has shown that the well
known tf-idf (term frequency-inverse document frequency)
is not useful for extracting keywords that have as many
phonemes as possible but appear in two songs or more. The
tf-idf is designed based of the assumptions that the impor-
tance of a keyword for a document is proportional to the
number of occurrences of the keyword in the document is
and inversely proportional to the number of occurrences of
the keyword in all documents. However, the number of key-
word occurrences in a song in our problem is unimportant.
Even if a keyword appears only once, a user can jump from
that keyword to other songs of interest. Therefore, we de-
veloped our own keyword extraction method.

5 CONCLUSION

This paper described a method for creating hyperlinks
between different songs at the level of lyrics phrases. We
presented a method for dealing with an important problem
that has received little attention. We created two kinds of
hyperlinks: hyperlinks between songs where the text lyrics
are known and those from songs with text lyrics to songs
without text lyrics. We created these hyperlinks by extract-
ing keywords from the text lyrics of all songs and by de-
tecting the keywords in polyphonic audio signals by using a
HMM-based keyword spotting technique. Our experimental
results show that the approach is promising, but better per-
formance is needed for practical application. We will apply
our method to a much larger database in the future. We also
plan to develop useful applications for this method, includ-
ing song clustering based on the songs’ lyrics, and a Music
Web browser that enables users to browse and discover in-
teresting songs by clicking the hyperlyrics of songs.
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