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Abstract: Background Functional Neurological Disorder 

(FND) currently lacks a definitive method of diagnosis, leading to 

an extremely high rate of misdiagnosis. Methods This project 

aimed to address the question of improving diagnostic accuracy 

for FND by utilizing logistic regression models and neural 

networks, integrating patient MRI data and clinical history to 

differentiate FND from other neurological disorders. MRI scans 

were first pre-processed through noise reduction and feature 

engineering, and then used to train two types of models: logistic 

regression for general neurological disorder classification and a 

neural network specifically for FND diagnosis. The diagnostic 

performance was measured using the ROC AUC metric, with 

additional evaluation through accuracy, precision, recall, and the 

F1 score. Results & Conclusions By targeting the most relevant 

variables from the MRI data, both models demonstrated high 

efficacy, with the neural network showing a 92% accuracy rate in 

FND classification. 
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I. INTRODUCTION 

Functional Neurological Disorder (FND) has projected 

misdiagnosis rates of around 50 cases per 1,000 [1]. This 

high rate is due to the lack of an efficient diagnostic method 

for this condition. Currently, the primary method involves 

using video telemetry electroencephalography tests to 

measure the brain's electrical activity for extended periods, 

lasting up to a day, which is very time-inefficient [2]. This 

inefficiency stems from the difficulty in identifying another 

neurological condition that better explains the initial 

symptoms in hindsight [3]. Integrating neural network 

analysis of patient MRI data with clinical history trials could 

alleviate the difficulties in diagnosing FND. By achieving 

this, there will be less pressure to evaluate patients quickly 

due to the inability to describe the condition clearly. It will 

also assist program users in understanding the diagnosis 

despite lacking training in neuropsychiatric principles [4]. 

Continuously refining a machine learning algorithm for FND 

diagnosis can lead to more accurate and timely diagnoses. 

This, in turn, could lay the groundwork for future 

explorations into AI-driven diagnostics in neurology and 

medicine.  
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To address the current misdiagnosis issues with FND, the 

proposed solution involved using a logistic regression model 

for general neurological disorder classification and a neural 

network specifically for FND diagnosis. To diagnose FND 

with the highest accuracy, an algorithm was created that 

utilized ROC curve plotting, which illustrated the diagnostic 

ability of a binary classifier system as its discrimination 

threshold was varied [5]. This metric is represented on a scale 

from 0 to 1, where a score of 1 indicates an ideal, flawless 

diagnostic test and a score of 0.5 suggests a test whose 

accuracy is no better than random chance [6]. This 

quantification served as a crucial indicator of the diagnostic 

method's performance. By applying this multifaceted model, 

an accurate diagnosis for FND could be achieved. 

II. METHODS 

 

Figure 1: MRI Scan of a Patient Diagnosed with FND 

for the Training Phase [7] 

This image is part of a larger dataset of MRI scans from 

patients diagnosed with FND and a control group without 

FND. The dataset was divided into training (70%), validation 

(15%), and test sets (15%). The MRI scans were then pre-

processed to extract the relevant features, which included 

noise reduction, normalization (where a MinMaxScaler was 

utilized - a process that adjusts the scale of the features), and 

segmentation [8]. A convolutional neural network is a type 

of neural network that utilizes multiple layers and pooling 

steps to classify data or images and this was used to 

automatically extract the most relevant features from the 

MRI scans and clinical history trials that could characterize 

FND [9][10][11][12][13]. 
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Figure 2: Preprocessing the MRI Data using Signal 

Processing and Feature Engineering 

The extracted features, along with the clinical history 

attributes inputted by the user, were employed to train a 

neural network to predict the FND diagnosis. The creation of 

a convolutional neural network architecture was not within 

the scope of this project, so ResNet was utilized. This model 

was composed of multiple dense layers, culminating in a 

sigmoid activation tailored for binary classification tasks. 

The use of TensorFlow and Keras facilitated the 

implementation of this model, allowing for a nuanced 

architecture that could capture complex patterns in the data. 

 

Figure 3: Sequential Model with Two Densely 

Connected Hidden Layers of 64 Neurons 

Performance metrics were then computed such as 

accuracy, precision, recall, F1 score, and area under the 

AUC-ROC curve for a comprehensive evaluation. The 

model was then readjusted for the validation image set. FND 

diagnostic statements were then produced and compared to 

the original MRI data, indicating if the patient was diagnosed 

or not. 

III. RESULTS 

A. General Classification Model 

 

Figure 4: Confusion Matrix for General Neurological 

Disorder Classification 

Figure 4 presents the prediction and measured summaries 

of the general classification model, with 503 true negatives, 

242 false positives, 4 false negatives, and 251 true positives. 

The values of true positives (TP) and true negatives (TN) 

were fairly maximized, showing a 75.4% accuracy, as 

depicted in the heatmap below. 

 

Figure 5: Heatmap for Accuracy and F1-Score of 

General Neurological Disorder Classification 

The F1-score metric combines accuracy and precision to 

provide a single measure of the model's robustness. 

Weighted metrics consider the imbalance in the dataset, 

offering a nuanced view of the model's performance across 

different classes, as seen in Figure 5. 

 

Figure 6: Heatmap for Precision and Recall for General 

Neurological Disorder Classification 

The general classification model demonstrated perfect 

precision for both classes, as indicated by a score of 1.00 in 

Figure 6. Every instance predicted by the model to be 

positive (Precision 0) or negative (Precision 1) was correct, 

with no false positives. The recall for the negative class 

(Actual 0) also reached a score of 1.00, which means the 

model successfully identified all negative cases without any 

misses.  

 

 

https://doi.org/10.54105/ijapsr.A4058.04040624
http://www.ijapsr.latticescipub.com/


International Journal of Advanced Pharmaceutical Sciences and Research (IJAPSR) 

ISSN: 2582-7618 (Online), Volume-4 Issue-4, June 2024 

   44 

 

Published By: 

Lattice Science Publication (LSP) 
© Copyright: All rights reserved. 

Retrieval Number: 100.1/ijapsr.A405805011224 
DOI: 10.54105/ijapsr.A4058.04040624 

Journal Website: www.ijapsr.latticescipub.com 

However, the recall for the positive class (Actual 1) is 0.67, 

implying that the model misses about a third of the actual 

positive cases. This may be due to overfitting to the negative 

class during the training phase, resulting in less effective 

generalization for positive cases. 

B. FND Neural Network 

 

Figure 7: Confusion Matrix for Neural Network 

Analysis of FND 

Figure 7 presents the prediction and measured summaries 

of the FND neural network, with 557 true negatives, 47 false 

positives, 31 false negatives, and 365 true positives. The 

values of true positives (TP) and true negatives (TN) were 

greatly maximized, showing a 92% accuracy, as depicted in 

the heatmap below. 

 

Figure 8: Heatmap for Accuracy and F1 Score of Neural 

Network Analysis of FND 

The International Journal of Advanced Pharmaceutical 

Sciences and Research 2024 

Figure 8 shows that the neural network achieved a 92% 

accuracy in diagnosing FND. While this provided a 

statistically significant result regarding the model's 

capabilities, accuracy alone does not offer information about 

the model's performance in individual cases, such as the 

balance between false positives and false negatives. It is 

necessary to compare this with other metrics, such as 

precision and recall. As demonstrated in Figure 9 below, the 

recall for the negative class (Actual 0) is 0.33, which is quite 

low, indicating that the model only identified 33% of the 

actual negative cases. 

 

Figure 9: Heatmap for Precision and Recall of Neural 

Network Analysis of FND 

 

Graph 1: Matplotlib Program that Prints out a ROC 

Curve Analysis 

Graph 1 presents the ROC curve for the neural network's 

performance, with the AUC being 0.83. This indicated an 

above-average discriminative power to differentiate patients 

with and without FND. The integration of this analysis with 

a diagnostic statement would allow for more accurate 

diagnoses of FND in patients. 

 

Figure 10: Heatmap for Neuron Activation on the First 

Hidden Layer ‘Dense-30’ 
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Figure 10 shows a heatmap that depicts the intensity of 

activations across a grid of neurons in response to features 

extracted from MRI scans. This illustrates the steps in the 

neural network's process of learning to differentiate FND 

cases from non-cases.  

 

 Graph 1: Matplotlib Program that Prints out a ROC 

Curve Analysis 

In Graph 2 above, a t-test was performed to compare the 

means of the predictions from the neural network against the 

actual labels, assuming they are continuous, or against 

another set of predictions. The distributions of the y_pred 

and y_true labels were then plotted with a kernel density 

estimate to visualize that there was no statistical difference 

in the means. 

 

Figure 11: Function for Performing the T-Test with 

KDE to Visualize Difference in Means 

IV. DISCUSSION AND CONCLUSION 

Classification of general neurological disorders was 

completed as it aided in the process for the neural network to 

classify Functional Neurological Disorders. This general 

classification model served as a baseline comparison to 

compare the performance of models focused on more 

specific conditions with a broader model. The model was 

also able to properly differentiate between FND and a 

negative/positive state for other neurological conditions 

based on the general model being present, which was crucial 

in achieving high accuracy for the FND model. The dataset 

used for the general classification also aided in fine-tuning 

feature engineering as the general model allowed the FND 

model to already have a context of the relevant features to 

identify. 

After completing all three stages of training, validating, 

and testing the data, a high accuracy score of 92% was 

reached in diagnosing patients with FND. The considerably 

higher accuracy of the FND neural network than that of the 

general classification model might be attributed to 

continuous refinement and optimization through the 

validation process. The dataset obtained for the general 

classification model was also separate from the FND model, 

which may explain why the data is skewed. Another factor 

to consider is that an overlap in neurological conditions 

would make it more challenging for the logistic regression 

model to distinguish between them accurately. The relatively 

small batch size of 1,000 images among 10-epoch intervals 

may have led to an inflated accuracy score. Likely, with a 

larger batch size, the model would initially have a smaller 

accuracy. 

While the political and social implications of utilizing 

artificial intelligence in the medical industry have been 

considered, this study aimed to provide a new perspective on 

a fairly accurate and optimized integration of neural networks 

into patient diagnoses. However, an immediate conversion to 

using artificial intelligence is not ready yet. Further 

experimentation still needs to be conducted before the safety 

of patients is entrusted to computational models. Despite this, 

the usage of machine learning, particularly neural networks, 

holds significant potential for improving the diagnosis of not 

only Functional Neurological Disorder but also other hard-to-

treat conditions as well.  
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