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Abstract— We propose a broadly applicable method for in-
corporating physics information into existing machine learning
(ML) models of any type. The proposed method - we refer as PI-
CoF for Physics-Informed Correction Factors - introduces cor-
rection factors for pointwise inference, which are determined by
solving a regularized unconstrained optimization problem for
reconciliation of physics information and ML model predictions.
Regularization is introduced to prevent excessive use of correc-
tions, while individually weighted costs are employed to adjust
corrections based on the level of prediction uncertainty, allowing
stronger corrections for predictions with higher uncertainty and
weaker corrections for those with lower uncertainty. When ML
models are used in an optimization context, using the proposed
approach translates into a bilevel optimization problem, where
the reconciliation problem is solved as an inner problem each
time before evaluating the objective and constraint functions
of the outer problem. The utility of the proposed approach
is demonstrated through a numerical example, emphasizing
constraint satisfaction in a safe Bayesian optimization (BO)
setting. Furthermore, a simulation study is carried out by
using PI-CoF for the real-time optimization of a fuel cell
system. The results show reduced fuel consumption and better
reference tracking performance when using the proposed PI-
CoF approach in comparison to a constrained BO algorithm
that does not incorporate physics information.

Index Terms— Physics informed machine learning; Bayesian
optimization; bilevel optimization; active learning; safe learn-
ing.

I. INTRODUCTION

Physics-informed machine learning (PIML) refers to the
combination of physical prior knowledge for the abstraction
of natural behaviours, with data-driven models [1]. It has
emerged as an effective way to mitigate the shortage of
training data and to ensure the physical plausibility of pre-
dictive results [2]. From a process optimization perspective,
embedding data-driven models into optimization problems
is quickly becoming a state-of-the-art approach [3]. Among
various alternatives for surrogate models, such as regres-
sion based on polynomials, regression trees, and Gaussian
processes (GPs), neural networks are gaining widespread
adoption and recently PINNs have been used for optimiza-
tion as well [4], [5]. The attractiveness of PINNs lies in
their practicality for integrating physics information. This
is achieved by introducing a physics component into the
overall loss function during PINN training, facilitating the
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satisfaction of first-principle equations of interest. In the
PINN framework, all inputs and outputs relevant to the
system being modelled can be treated simultaneously during
training. This simultaneous treatment is a notable advantage,
allowing for the seamless incorporation of complex multi-
variable relationships into the learning process. However, in
an active learning setting collecting enough data for reliably
training PINNs poses a challenge.

In many safety-critical industrial systems, critical con-
straints need to be enforced with high confidence to guar-
antee process safety during optimization. GP-based models
provide attractive properties for surrogate optimization under
these conditions, as they enable quantifying uncertainty of
predictive results that can be used to probabilistically en-
force constraints and the uncertainty can be used to drive
exploration during optimization. Owing to this property, BO
based on GPs as are widely adopted in process optimization
where experimental evaluation is expensive and costly due
to deviations from optimal conditions during exploration [6],
[7], [8], [9].

Compared to PINNs, the field of “physics-informed BO”
is still under-studied for process systems engineering appli-
cations. Tubbs and Mercangöz proposed the selection of GP
mean functions according to domain knowledge [10]. Häse
et al. augmented BO based on kernel density estimation
with smooth approximations to categorical distributions [11].
Hanuka et al. utilized a fast approximate model from physical
simulations to design the GP model, which is then used for
system optimization [12]. In a similar mechanism to PINN
training, the studies in [13] and [14] augmented the standard
GP with a structured probabilistic model of the expected
system’s behavior, where the training of the GP and the
physics information is considered simultaneously. However,
extension of this approach to cover physics information
presented over systems of equations with multiple-inputs and
multiple-outputs via multi-output Gaussian process regres-
sion remains an open research problem.

Conversely, Yang et al. follow an approach to generate
low-fidelity data based on physics information and then
models the discrepancy between data generated from low-
fidelity models and high-fidelity data obtained from actual
observations over a spatial domain [15]. This is achieved
using parameterized GPs with hyperparameters identified
via optimization. For active learning problems this approach
of evaluating discrepancies via sampling over the complete
search space is not practical but instead it can be possible
to carry out pointwise corrections to address physics and
ML model discrepancies during the optimization process.
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Inspired by this idea, in this paper we follow an approach of
using correction factors to accommodate ML models and we
optimize the values of these correction factors to minimize
the discrepancies between ML model predictions and physics
information.

The contributions of our paper are:
• We present PI-CoF as a framework in which additive or

multiplicative correction factors - utilized for pointwise
inference - are determined through solving a regular-
ized unconstrained optimization problem. This process
aims to reconcile physics information with ML model
predictions;

• We integrate PI-CoF into a real time process optimiza-
tion framework considering an active learning setting in
the form of a bilevel program;

• We demonstrate the proposed framework on a toy
numerical example and then on a realistic real time
optimization (RTO) case study for the operation of a
multi-stack fuel cell system.

The rest of the paper is structured as follows. Section
II presents the learning based approach for solving RTO
problems based on costrained BO optimization and intro-
duces the need for incorporating physics information into
the problem setup. Section III presents the PI-CoF frame-
work in the form of a bilvel optimization program. Section
IV provides a simple numerical example to illustrate the
proposed method. Section V presents a case study showing
PI-CoF implemented in an RTO setting as part of a control
system architecture for the operation of a fuel cell plant with
multiple parallel stacks. Section VI concludes the paper and
indicates potential directions for future work.

II. BACKGROUND

A. Real-Time optimization with Gaussian processes

We want to find an optimal decision x that satisfies a set
of constraints:

min
x

f(t, x, p(x)) (1a)

subject to g(t, x, p(x)) ≤ 0 (1b)

where f, g : N × Rn × Rm → R, p : Rn → Rm,
x ∈ Rn, t ∈ N, and the functional form of f and g is
known. The functional form of p is unknown, but we have
access to measurements p̂. Given changing targets such as
changing prices or costs of the RTO problem over time, f
and g will vary in a known fashion. This formulation is a
very natural way to incorporate preexisting knowledge via
gray box functions f and g [16] and has been studied for
process systems engineering applications [17], [18]. In this
setting, we have unknown relationships between the decision
variables x (inputs) and intermediate (outputs) defined by
p. We use measurements from the environment (plant) to
approximate p as a Gaussian process with mean µ(x) and
standard deviation σ(x) [19].

To solve (1) using the GP approximation for p, Korkmaz
et al. [20] introduced a Real-Time Optimization algorithm

ARTEO based on safe constrained Bayesian Optimization
as:

min
x∈Rn

f(t, x, µ(x))− zσ(x) (2a)

subject to g(t, x, µ(x) + βσ(x)) ≤ 0 (2b)

with a constant β defining the desired confidence level [21],
and z as a design parameter. Using a large positive value
for z in the objective function favours solutions with large
uncertainty, thus promoting exploration (akin to BO using
the Upper Confidence Bound acquisition function [22]).
Conversely, setting z ≤ 0 will instead lead to solutions
which avoid uncertainty as much as possible, focusing on
exploitation. At the same time, this formulation preserves
safety thanks to including the confidence in the constraints
[20].

The problem in (2) is solved either periodically or in an
event-driven fashion and the optimal solutions are imple-
mented in the environment revealing information in the form
of new measurements. The measurements are then used to
update the GPs approximating p.

III. PHYSICS-INFORMED OPTIMIZATION WITH ML
MODELS

Our motivation in this paper is to extend the formulation in
(2) to incorporate physics information provided in the form
of a system of equations to further enable the incorporation
of known aspects about the problem for example by provid-
ing mass and energy balance equations.

A. Physics-informed optimization

We extend the problem from (1) to satisfy equality con-
straints corresponding to the physics as:

min
x

f(t, x, p(x)) (3a)

subject to g(t, x, p(x)) ≤ 0 (3b)
F (x, p(x)) = 0 (3c)

where (3c) describes the physics of the system with q
equations, F : Rn ×Rm → Rq .

Inserting the approximation p(x) ≈ µ(x) into (3c) does
not guarantee F (x, µ(x)) = 0 at a pointwise evaluation
given the value of the decision variables x. Thus we in-
troduce a vector of correction factors c ∈ Rm such that
∥F (x, p̃(x, c))∥22 is minimal. The correction factors allow
adaptation of the mean µ so that (3c) can be satisfied. This
work uses additive correction factors:

p̃(x, c) = µ(x) + c (4)

In our implementations, we treated the correction factors as
shifting the mean predictions for the GPs and we assumed the
uncertainty quantification around the mean to be still valid.
An alternative formulation could use the correction factors
as a scaling term in a multiplicative form as p̃(x, c) = cµ(x)
at the expense of introducing additional nonlinearities.



B. Bilevel optimization
We now formulate (3) in the framework (2) as a bilevel

optimization problem of the form:

min
x

f(t, x, p̃(x, c∗))− zσ(x) (5a)

subject to g(t, x, p̃(x, c∗)) + βσ(x)) ≤ 0 (5b)
c∗ ∈ C(x) (5c)

where C(x) is a set of solutions of the reconciliation problem
parametrised by x:

min
c∈Rm

h(x, c) (6)

with h(x, c) =
∑q

i=1 F
2
i (x, p̃(x, c)) + w

T∥c∥22 where w ∈
Rm is a vector of constant weights dependent on the
corresponding σ(x) of the GP for (4). We assume that all
variables in (5a) are normalized, allowing the use of σ(x)
values in determining w, since the key idea is to assign larger
correction factors to predicted outputs with a high uncertainty
and smaller correction factors to those with low uncertainty.
However, w can also be used as a design parameter to direct
corrections towards certain outputs.

We expect that the number of outputs, m. represented
by p and the number of corresponding correction factors
are greater than the number of physics equations, q, which
necessitates a regularized treatment of the inner optimization
problem. To facilitate the solution of (6), we introduce the
term w

T∥c∥22 as a regularization factor.
The calculation of g at a point x in (5b) utilizes the

corrected values rather than the original GPs. In the case
of composite functions, the propagation of uncertainty from
the inner GPs to the outer functions with known form
requires special treatment, e.g. using Monte Carlo sampling
approaches. The effect of the correction factors on the
probability of satisfaction of g should be treated in a similar
way but is beyond the scope of our current work.

We cast the reconciliation problem of GP models and
the physics information in the context of an optimization
problem but the solution of (6) can be seen as part of a
physics information reconciled inference scheme at a given
x for any kind of supervised ML model used for regression
purposes, with the mean µ and standard deviation σ.

IV. ILLUSTRATIVE EXAMPLE

We demonstrate the PI-CoF approach first with a numer-
ical example for a system with two outputs and one input,
where the true relationship between the inputs and outputs
are given with the equations:

120 sin(0.6x) + 10 cos(5x)− 10− p1 = 0 (7a)
140x− p1 − p2 = 0. (7b)

We assume that the form of (7a) is unknown but we know
(7b), which will serve as the physics information F in the
PI-CoF formulation (5). We want to solve the following
optimization problem:

min
x

− p1(x) (8a)

subject to p2(x)− 140 ≤ 0. (8b)

Fig. 1. PI-CoF corrected predictions for p2 of the numerical example over
the allowed range of the decision variable x at the start of the algorithm.

The explicit functional forms of p1 and p2 are approximated
with corresponding GPi with µi(x), σi(x), i = 1, 2. Using
the additive correction factors c = [c1, c2]

T

as in (4), we get
from (5a) and (5b):

min
x

− (µ1(x) + c∗1)− zσ1(x) (9a)

subject to µ2(x) + c∗2 + βσ2(x)− 140 ≤ 0 (9b)
c∗ ∈ C(x). (9c)

The single equality constraint (7b) in (9c) corresponds to the
physics in (6):

h(x, c) = (µ2(x)+ c2−140x+µ1(x)+ c1)+w
T

∥c∥22 (10)

with w ∈ R2. We use the optimal value function approach
[23] to solve (9) and we initialize the solution with three
samples for x at 0.2, 0.1, 0.05 and the corresponding true
values of p1 and p2 to pre-train the two GPs and start the
algorithm with a z value of 10 and set w as [0.5σ1, 0.008σ2].
At the first instance of the algorithm, we infer the corrected
predictions for p2 over a grid spanning the allowed range 0
to 2 of x by separately solving only the inner problem of
PI-CoF and show the result in Fig. 1 along with the true
value of p2 as well as the mean GP prediction and the 95%
confidence interval.

Figure 1 demonstrates that the PI-CoF estimate is consis-
tently overestimating the value of p2. This is due to the low
weight purposefully selected to generate a strong correction
for this output, since it influences the satisfaction of g.
We show the outcomes of running PI-CoF for 25 trials in
Fig. 2 and Fig. 3. The results indicate that compared to
a constrained BO formulation shown in (3a), which is not
using the PI-CoF corrections, PI-CoF attains similar or better
optimal solutions. Furthermore, as opposed to the constrained
BO solution, which leads to a constraint violation, the PI-
CoF solution satisfies the constraint throughout the trials.

After the final trial of the PI-CoF algorithm, we again
solve the inner problem of PI-CoF over x and plot the result
in Fig. 4 along with the true value of p2 as well as the mean



Fig. 2. The evolution of the optimization objective for maximizing p1 with
PI-CoF and constrained BO

Fig. 3. The value of p2 obtained throughout the BO trials and the limit
set at 140. Results shown for PI-CoF and constrained BO

GP prediction and the 95% confidence interval. It can be seen
that the highest values of p2 are never explored as they fall
beyond the set constraint limit and PI-CoF is still providing
an overestimation in this unexplored region.

V. CASE STUDY: OPTIMIZATION OF PARALLEL FUEL
CELL STACKS

We next implement the proposed PI-CoF approach in an
RTO setting for the simulated operation of a combined heat
and power system composed of multiple parallel stacks of
fuel cells (FCs) using hydrogen as a fuel. The control system
architecture for the case study is shown in Fig. 5, which
is implemented in MATLAB/Simulink with the underlying
dynamic equations and controllers for the simulation of the
FCs. The FC operating characteristics are adapted from [24].
There are five FC units in operation each with their own
power control system. The FCs exhibit different performance
characteristics for electric power generation and thermal
load given a hydrogen flow rate, which are assumed to be
unknown to the optimizer in this case study. The system

is sent a total electric power output reference to follow and
there is a total thermal load limit to be respected based on the
sum of the individual thermal loads of the different stacks.
The objective of the optimizer is to satisfy the desired total
electric power output, while minimizing fuel consumption
and staying below the thermal load limit constraint.

The degrees of freedom for the RTO problem are the
individual electric power output setpoints provided to the
FC power controllers. Therefore, for implementing the RTO
problem in the PI-CoF framework, we take the electric power
output as the input variable x and the resulting hydrogen
consumption and the thermal load as outputs p for each cell.
The optimization problem we want to solve is:

min
x

α1

5∑
i=1

p2hi(xit) + α2

(
Et −

5∑
i=1

xit

)2

(11a)

subject to
5∑

i=1

pthi(xit)− Tlim ≤ 0 (11b)

where Tlim indicates the thermal load limit to be respected
and Et is the reference for total electrical power output. α1

and α2 are the weighting factors to determine the balance
between satisfying the desired total electrical power output
and minimizing hydrogen consumption. The physics infor-
mation utilized in this case study is the satisfaction of the
energy balance based on the combined enthalpy ∆Hrxn of
the reactions taking place in the FCs:

Fi = phi(xit)∆Hrxn − pthi(xit)− xi. (12)

Since the relationships input-output relationships in phi
and pthi are unknown, we start by training initial GPs
from past measurements to initialize the PI-CoF solution.
Important to note is that the data represents measurements
of achieved actual electric power outputs rather than the
setpoints for physical consistency. The objective function f

Fig. 4. PI-CoF corrected predictions for p2 of the numerical example over
the allowed range of the decision variable x at the end of the algorithm



Fig. 5. Control system architecture for the case study problem

Fig. 6. Total power output trajectory and the power output reference

and constraint function g in PI-CoF are given as:

f =α1

5∑
i=1

(µhi(xit) + c∗hi)
2
+ α2

(
Et −

5∑
i=1

xit

)2

(13a)

g =

5∑
i=1

(µthi(xit) + σthi + c∗thi)− Tlim (13b)

where µ(x) and σ(x) are associated with a GP indicated
with the subscripts h and th for hydrogen consumption and
thermal load and the additional subscript i indicates a specific
FC stack. We also indicate the PI-CoF determined values for
correction factors c∗ with the same subscripts for the GPs.
The physics from (12) is:

Fi = (µhi(xit) + chi)∆Hrxn − (µthi(xit) + cthi)− xi (14)

The algorithm is executed with z = 10000, the sampling
interval of 250 s, and with a constant total power output
reference of 360kWe for a duration of 10000 s. For compar-
ison the default ARTEO algorithm based on (2) without the
PI-CoF corrections is also run with the same settings.

Fig. 7. Total thermal load trajectory and the thermal load limit

Fig. 8. Total hydrogen consumption trajectory

The results of the simulations are shown in three plots in
Fig. 6, Fig. 7, and Fig. 8 displaying the evolution of the total
power output trajectory, total thermal load trajectory, and
the cumulative hydrogen consumption trajectory respectively.
The results indicate an improved performance when using the
PI-CoF formulation with the PI-CoF version of the algorithm
providing a more consistent total power output and resulting
in less hydrogen consumption. Whereas both algorithms
converge to the same hydrogen consumption rate as indicated
by the slope in Fig. 8 while maintaining the same total power
output, the PI-CoF version reaches that solution earlier and
with minimal exploration. The algorithm without access to
physics information carries out additional exploration at the
cost of additional fuel consumption. The presented scenarios
took around 180 s to simulate the PI-CoF version and around
72 s for the base version of the algorithm indicating a
factor of 2.5 increase of the computational effort incurred
for solving the inner optimization problem. It is difficult to
generalize from this case study with only 5 decision variables
for the outer problem and 10 for the inner problem but
generally RTO problems are solved over longer periods and



the increase in computational load observed in this case study
is expected to be tolerable for increased safety and efficiency.

VI. CONCLUSION AND FUTURE WORK

Motivated by the prospect of using physics information
for active learning, we introduced the PI-CoF framework to
incorporate physics information into machine learning mod-
els within the context of constrained Bayesian Optimization
(BO). This framework entails solving an unconstrained inner
optimization problem at every evaluation of the objective
and constraint functions of an outer optimization problem to
determine correction factors for ML models, with the goal
of minimizing deviations between ML model predictions and
physics information. Experiments with a synthetic example
provide insights into how this approach works. A case study
covering a realistic FC optimization problem provides a proof
of concept for the practical implementation of the proposed
approach.

Several open points remain for further investigation. The
type of bias corrections used in this paper is known to
introduce high variance when there is structural mismatch
between the models and reality [25]. We did not observe any
chattering in simulated experiments but this aspect needs to
be investigated considering more case studies. Furthermore,
the regularization approach was used to control the size of
the corrections. However, there is a possibility of satisfying
the physics by using physically implausible corrections. This
can be avoided using problem specific insights in selecting
weights for the correction factors or by introducing con-
straints to the inner problem, at the expense of an increase
in the computational burden in the bilevel optimization. In
the safe BO context, the impact of the correction factors
on the predicted uncertainties for constraint satisfaction is
also an open problem requiring further investigation. Finally,
two alternatives to the bilevel optimization approach can be
investigated. The first is a local sampling approach, where
one set of correction factors for a local domain can be
computed for a set of sampled inference points. The second
alternative is to swap the correction factors we have used
with a more sophisticated correction model. In this case a
global sampling approach can be used and a correction model
can be trained to address the reconciliation problem.
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