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Executive summary 
This deliverable continues and expands upon the work conducted under the co-design approach (D3.2 and 
D3.4) to establish a set of procedures that help identify and actively verify privacy concerns during the 
development of Extended Reality (XR) technologies for off-highway machinery. Developing these 
technologies using a privacy-by-design approach requires promoting a privacy mindset among all 
stakeholders and implementing comprehensive procedures to understand how end users perceive these 
features from privacy and ethical standpoints at each stage of development. To meet these requirements, 
we needed to develop procedures to evaluate the privacy and ethical concerns of all stakeholders, including 
end users of the machinery. In the THEIAXR project, we proposed and tested several qualitative methods to 
address these concerns. We also outlined a selection of quantitative methods that can be used in later project 
stages to validate the project’s privacy and ethical goals with a wider audience of end users in the professional 
field. However, since we chose an interdisciplinary co-design approach for our user and stakeholder studies, 
we prioritize qualitative, in-depth methodologies to achieve our goals. The presented deliverable is organized 
as follows: First, we explain the main theoretical concepts that motivated the development of elicitation and 
evaluation procedures. Then, we present a step-by-step procedure we applied to use the selected 
methodology with the end users. Being slightly ahead of the planning schedule, we already made a pretest 
of the discussed procedures to show their applicability in the domain of off-highway machinery. We also 
provide the preliminary results of applying the procedure, evaluate its applicability, and suggest ideas for 
adjustments. Finally, we propose additional methods we plan to use in the final validation stage of the 
development of XR enhancements in addition to the procedures that have been made. The results of our 
work will inform D3.6 Context-of-use Analysis and D3.7 Interaction Scenarios (final version). After further re-
evaluation with stakeholders, these findings will be presented in D3.8 Prototypes for privacy-related 
questions (final version). Additionally, the work carried out under task T3.3, The Co-design of Ethics and 
Privacy Control Mechanisms, has informed D7.3, the Design Guidelines, and the Validation Reports for 
privacy (first version). 
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1 Introduction 
In the modern world, we are witnessing the rapid development of XR technologies. These technologies have 
evolved from experimental prototypes to widely used solutions, expanding from mere gaming and 
exploratory applications to various working contexts such as healthcare (e.g. [45]), industry (e.g., [14, 15, 
49]), and education (e.g. [7, 27]). This integration of XR into the working environment offers users additional 
opportunities to communicate, collaborate, and build new knowledge. It also helps to model certain 
situations in virtual surroundings to predict and design actions required to address similar situations in the 
real world (e.g., employee training for extreme situations [49]). Overall, XR technologies make work more 
fun, engaging, and productive. 

However, academics and industry stakeholders have pointed out that there are several severe problems 
associated with the current adoption of XR technologies. The first group of issues is connected to the fact 
that XR technologies while working, can capture a wide range of data [9]. This data can include physiological 
characteristics of the operator, such as the direction of movements of virtual controllers through haptic 
feedback devices or proximity sensors or pupil delay through the eye-tracking system integrated into the 
Virtual Reality (VR) headset. Some works discussing the joint application of VR and Artificial Intelligence (AI) 
algorithms highlight the opportunity to capture and combine physiological parameters and user actions, 
enabling the system to make predictions about a person’s mental state or the perceived difficulty of the task 
they encounter. This creates a new level of invasion of personal privacy, making the discussion about "mental 
privacy" in XR applications very relevant [2, 34 ]. It is also important to stress that the use of XR devices also 
penetrates the privacy of bystanders—people who are not operating the XR-enhanced technology but are 
within the range of the device’s data collection [34, 38]. They are usually unaware of ongoing data collection 
and, therefore, cannot opt out; however, previous works have shown opportunities to de-anonymize 
bystanders by linking the captured data with external datasets, such as those provided by Facebook 
databases [25, 34]. However, privacy problems are not the only risks posed by XR technologies. As 
interactions become more realistic, it becomes harder for people to discern the exact boundaries between 
realities [40]. For instance, people might unintentionally confuse real and virtual objects and become overly 
dependent on these "extended" parts of reality to complete their tasks, which creates a risk of physical harm. 
Moreover, recent research has shown the possibility of exploiting these psychological mechanisms to 
deliberately manipulate users toward certain outcomes of interactions with XR for malicious purposes [8]. 
These two groups of risks are equally applicable to any application of XR devices. However, when 
implemented in a work environment, XR technologies pose additional risks to ethical and privacy-sensitive 
work surroundings. For example, as systems collect a lot of information about how users perform job-related 
tasks, is it ethical to use this data to evaluate performance and make promotion-related decisions? Can a 
person opt out of technologies that can enhance performance but are too privacy-invasive from a personal 
point of view? How can XR technologies be integrated into certain professions’ workflow without making 
users pay too much attention to XR elements and neglect real-world signs? 

To address these concerns, developers of XR-enhancement technologies in the workplace should develop 
ways to understand the possible concerns users may have while envisioning and evaluating the technology. 
However, this also means that the development group should adopt a design-for-privacy-and-ethics mindset 
and be able to vigilantly assess any technology they plan to introduce from this perspective. This necessitates 
having a broad range of procedures for evaluating privacy concerns within the development team and among 
stakeholders. 

In the THEIAXR project, we adopted the privacy-by-design co-creative approach [51] from the very start. 
Firstly, we triangulated data from user interviews, workshops with developer stakeholders, and stakeholders’ 
technology privacy-focused assessments to determine the starting points and privacy goals of the project 
(described in D2.3). In the presented work, we show the following steps to create and validate the procedures 
to continue the privacy-sensitive development of the technologies in the project. We approach it from the 
following positions: 
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• We created and tested the procedure of eliciting and discussing users’ expectations from their work 
while using XR technologies. Bonded to the main co-design procedure described in D3.2 and D3.4, 
we used the main persona and storyline of the problem scenarios to highlight the aspects of the work 
that are important for the workers and linked it to the developing technologies that can help them 
achieve their goals or, in contrast, create additional difficulties. 

• We conducted interviews with industry experts in each of the Use Cases (UC) to establish the baseline 
of privacy and ethics practices in the industry and see how developers’ and end users concerns can 
be evaluated towards industrial standards. 

• We created synchronous-asynchronous focus groups with the project’s developers and stakeholders 
to reevaluate the Privacy Requirements elicited in the previous stage of development and mark our 
progress toward achieving privacy goals. 

These three procedures can be used to conceptually investigate privacy and ethics in the developed 
technologies and can serve as control mechanisms to determine whether the project is following its privacy 
goals. In the following stages, we plan to use the proposed methods more extensively with a broader range 
of end users and stakeholders to ensure the continuity of the development of privacy and ethics processes. 
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2 Methodology 

2.1 Co-design methodologies for ethics and privacy 
The THEIAXR project adopted a transdisciplinary co-design approach, which aimed not only to create 
technologies for users but also to develop them with users in active collaboration with all potential 
stakeholders. This approach is part of the family of participatory and co-design methodologies developed 
within the European tradition of social engagement and designing for social good. An important aspect of 
the methodology is its practical orientation and focus on communicating with end users in their own 
language. This involves carefully creating and discussing the use of the developed technology with end users 
through understandable use cases and scenarios. These scenarios can incorporate personas and situations 
that end users can relate to [39, 41]. A more detailed definition and explanation of the transdisciplinary co-
design approach can be found in D3.2. In the frames of the presented deliverable, we would like particularity 
stress two main lenses we applied to investigate privacy and ethics issues in the project: Humanity-Centred 
design (HCD) and Value-Sensitive Design (VSD). HCD is a concept proposed by Norman [35] which 
encapsulates the extension of Human-Centred Design in the following dimensions: addressing the root 
problem instead of the actual problem, focusing on the ecosystem, taking a long-term systems perspective, 
continually testing and refining, and designing with the community as much as possible; while the framework 
can be criticized being too vague in terms of addressing the specific population and specific problem (how it 
can be possible to design beyond specific population and specific problem) [19] we believe that the adopting 
the perspective to the future (beyond the research project) and evaluating the broader societal outcomes of 
the designs for XR enhancement in industry can be useful because of novelty and potential huge impact of 
the results to the domain. 

VSD is an approach related to participatory design and is deeply rooted in ethical theories. It emphasizes the 
design of technology that incorporates human values into the design process [18] The main goal of the 
approach is to integrate a broad range of human values into the design of technology early and throughout 
the design process. The approach advocates for considering a broad range of values, including fairness, 
justice, human welfare, and virtue [18] and is widely used for projects that include multiple stakeholders and 
potential societal outcomes [6, 12] The approach stresses that researchers should specify and structure the 
values important to the end users and other stakeholders in the project [28]. The approach acknowledges 
that the list of people affected by the designed technology is usually broader than just the end users. 
Therefore, it often focuses on identifying possible stakeholders and addressing potential value conflicts 
between them [47]. This is done to create methods to resolve conflicts or organize values by priority. It also 
suggests starting by identifying project-specific needs, which can help with the prioritizing process and 
determine the exact methodological instruments to apply [18]. 

The methodology involves a broad range of design techniques [50] and methods [17] that allow for 
conducting conceptual, empirical, and technical investigations applied iteratively and integrative. More 
specifically, conceptual investigations aim to identify and define the values implicated in each design context. 
This includes identifying direct and indirect stakeholders, their values, and potential value conflicts, as well 
as analysing relevant ethical guidelines and creating frameworks for prioritizing values. Empirical 
investigations involve a broad range of human-machine interaction methods, including interviews, surveys, 
observations, and discussions with stakeholders to assess the use of existing technology and determine the 
baseline. Technical investigations take the developed principles and apply them via prototyping or analysis 
of existing technology to understand how the technology should be designed or redesigned to better support 
the values [18]. The approach applies across different social domains, such as designing technology for 
manufacturing, education, agriculture, etc. It is also applicable to discuss the roles and values of social 
components of sociotechnical systems, e.g., operator’s work. For example, discussing the difficulties of 
operator’s work, Franssen [16] pointed to the fact that the role of operators in sociotechnical systems can be 
viewed as the tension between conformity to the rules (operators must follow specific instructions and rules) 
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and autonomy (need to adapt to unforeseen circumstances). The work pointed to the need for a better 
understanding of the values and responsibilities of human operators to be able to design systems that respect 
operators’ autonomy while clearly defining their responsibilities to ensure the general system’s functionality 
and safety [16]. 

 

Figure 1: Three basic levels of value hierarchy, adapted from Van de Poel, (2013), with investigation directions 

Talking about the translation of high-level values into design recommendations, Van de Poel showed that it 
can be presented as a hierarchical structure [46]. This structure includes levels of abstract values, different 
kinds of norms (which he viewed as objectives, goals, and constraints), and specific requirements derived 
from the norms (see Fig. 1). He also mentioned that for creating this value hierarchy from higher, more 
abstract, and more essential ideas to practical recommendations, it is possible to use both top-down and 
bottom-up approaches. In the latter case, we apply a "reverse-engineering" mindset to understand which 
values were in place to create certain design requirements and whether these bottom elements are the exact 
solutions needed to achieve the values we have in mind [18]. 

2.2 Schwartz’s Theory of Basic Values 
VSD does not argue for a particular way of setting the initial set of values for exploration [17]. The set of 
values can be high-level ethical values motivated by the topic of the design investigation, or they can be 
specifically elicited through preliminary procedures of discussing values with stakeholders. In our project, we 
decided to take the list of theory-grounded values proposed by Schwartz [43]. The original Schwartz approach 
identifies core human values as ten main concepts: benevolence, universalism, self-direction (autonomy), 
achievement, stimulation, hedonism, security, conformity, tradition, and power [43]. Explaining the nature 
of his values model, Schwartz proposes the following characteristics: values are closely tied with emotions, 
and people receive positive or negative emotional feedback when acting in line with or against their values. 
They are also the standards for evaluating actions, situations, and people (e.g., as good or bad) and 
motivators for people to take action. It is also important to mention that Schwartz considered values as 
transcendent and applied in different contexts [43], which led to the attempts to discuss the values in 
application to the different sides of everyday life, including working processes. For example, Cohen 
investigated the connection between values and organizational commitment and showed the connection 
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between benevolence and commitment in employees; he also scored the perception of justice as an 
important factor of employee commitment [11]. There are several questionnaires dedicated to measuring 
the importance of each value and creating a hierarchy of values for individuals. The most popular forms are 
the Schwartz Value Survey (SVS) and the Portrait Values Questionnaire (PVQ40) [44]. There is also a short 10-
item adaptation proposed by Lindeman and Verkasalo [32]. However, Albrecht et al. argue that to understand 
values in a work context, it is essential to tailor the questionnaire specifically to this setting. To address this, 
they proposed the Values at Work Scale, which includes 52 questions and addressed the revised list of 
Schwartz values [4]. 

2.3 Expanded Technology Acceptance Model 
While the Schwartz model is useful to analyse the user’s high-level values, which inform their expectations 
and attitudes during the work, it is also important to have a more utilitarian set of parameters, which can 
help to quickly weigh particular technological implementations or features coming through the technological 
development. To reach this goal, we applied the Technology Acceptance Model (TAM) [13], which we 
interpret as the alignment of XR implementations’ features with the user’s utilitarian values. We also used 
some enhancement of the TAM model in the frames of the Value-Based Adoption Model (VAM) [26] to 
incorporate the values of safety and excitement, which are theoretically proven to be important in the 
concept of engineering development and specifically XR. The TAM is a widely used framework designed to 
predict users’ attitudes toward using technology. It does so by evaluating two key factors: perceived 
usefulness (which we can consider as utility value in our context) and perceived ease of use (which 
corresponds to accessibility value) [33]. The VAM interprets the items of TAM in the frames of values and 
also complements the original set of concepts with the notions’ drawbacks, which negatively affect the desire 
to adopt the technology. It is also important to note that the VAM extension of TAM incorporates the concept 
of enjoyment as a core value affecting the adoption of the new technology [26]. A survey conducted by Chuah 
showed that enjoyment plays a significant role in the structure of XR adoption across multiple XR applications 
[10]; Lee et. al even mentioned enjoyment as better prediction of VR adoption than usefulness and other 
utilitarian qualities [31]. Enjoyment is also mentioned in the discussion about the research agenda of 
industrial XR applications [23]. Finally, after discussing the drawbacks of XR technologies in the industrial 
setting, we decided to incorporate security/safety concerns into our explorative model. We did it for the 
following reasons: first, the values of security and safety play one of the core roles in the discussion of 
Engineering Values proposed by van de Poel [48]. It is also shown that notions of privacy and security risks in 
XR are shared between users and experts [1, 3, 20, 21, 37], creating a common ground for further co-
designing activities.  
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3 Development of Elicitation and Evaluation 
Procedures for Privacy and Ethics-Related 
Questions 

Building solidly on the presented methodologies, we developed the following procedures to address the 
privacy and ethical concerns in the project. Following the privacy-by-design framework, the evaluation will 
continue during the subsequent stages of development and implementation to ensure that new privacy and 
ethical risks do not appear in the later stages of the project. Additionally, we present the preliminary results 
of these procedures, demonstrating how the findings are already influencing the ethics and privacy-
preserving mechanisms implemented in the project. 

The work described in this section are following the previous privacy-related investigation procedures 
discussed in D2.3. They are also deeply connected with the work described in D3.2, as all the scenario-based 
elements used in our procedures are tied to the main storylines of the scenarios and features, co-elaborated 
during the ideation phase of the transdisciplinary scenario-based co-design approach.  

3.1 Elicitation of basic ethical values of operators using an 
adapted short version of Schwartz’s Theory of Basic Values 
questionnaire in the working context 

As mentioned in the "Methodology" section, to understand the core drivers of individuals in a profession, it 
is necessary to put values in the context of working life. Albrecht et al. [4] successfully integrated the Schwartz 
values in the context of work. However, their approach, which consists of 52 items, may be overly long for 
presenting concepts to operators. In our work, we created a short, 10-item version of the questionnaire 
based on the conceptual work and formulations of Albrecht et al. [4]. Our goal was to encapsulate the 
concepts in a concise manner, similar to the short version of the original Schwartz instrument created by 
Lindeman and Verkasalo [32]. The result is a brief questionnaire where the main values of Schwartz’s theory 
are presented, and respondents are asked to rate each value’s importance in their work (presented in Tab.1). 
Since the goal of this stage was not to validate the questionnaire, it was used merely as an instrument to help 
users better understand the Schwartz model for subsequent values-related discussions. However, we plan to 
conduct a full-scale validation procedure in the following stage of the project. 

Table 1: Short questionnaire for understanding Schwartz values in working context. 

How important is it to you that your job…: 

 1 (extremely 
unimportant) 

2 3 4 5 6 7(extremely 
important) 

offers clear opportunities for success and recognition (e.g., 
you can achieve career advancement, promotions, etc.) 

       

offers substantial personal pleasure and opportunities for 
enjoyment (e.g., you can experience pleasurable activities 
or have fun during work). 

       

involves a dynamic and challenging environment that 
keeps you engaged (e.g., your work includes a variety of 
tasks and challenges). 

  

 

 

 

    

allows for autonomy and creativity in your tasks and 
projects (e.g., you can make your own decisions and set 
priorities at work). 
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contributes to broader societal goals like environmental 
sustainability or social justice (e.g., your work helps make 
the world a better place). 

       

operates in a supportive and caring team environment 
where you can trust and help your colleagues  
(e.g., your job allows you to support and collaborate with 
the people you meet at work). 

       

respects and incorporates cultural or corporate traditions 
(e.g., in this job, you can work according to your values or 
within a company that shares your approach to work) 

       

emphasizes following rules and respecting authority  
(e.g., you work in a group where everyone supports the 
organization’s policies and rules). 

       

provides stability and security in a well-organized 
environment (e.g., you perform your work in a safe and 
secure space; the company prioritizes security). 

       

provides you with a position of influence and authority 
(e.g., you can decide who does what, command other 
people and resources). 

       

3.2 Workshop for understanding privacy and ethical values of the 
end user of technology 

Based on Van de Poel’s [46] hierarchical approach to go from Values to Design Requirements and in the 
opposite direction (using Requirements to understand Values better), we proposed a Value-Centred co-
design workshop for the operators. 

The workshop has the following structure: First, we explained to the operators what VCD is and why it can 
be useful to keep values in mind while designing features and implementations in the industrial context. We 
also explained that the workshop would have two parts. In the first part, we discussed the values beyond 
their work and which of them best align with the operator’s profession (specified for each use case). In the 
second stage, we specifically discussed the ideas that emerged from the ideation phase of transdisciplinary 
co-design, focusing on usefulness, safety, enjoyment, and ease of use. Second, we showed the operators the 
list of original Schwartz values and pointed out that values can be used in different contexts, including the 
context of work. To familiarize the operators with the values, we asked them to fill out the questionnaire 
described in the previous section. We emphasized that we were not collecting this data and that operators 
would keep it for their own purposes. Third, we initiated a discussion about the core values embedded in the 
operator’s profession. We explored which personal values can help achieve success in this job and which are 
secondary. We specifically stressed that the set of Schwartz values discussed can be used as a starting point 
and that operators can create their own concepts to better describe the values they have in mind. To facilitate 
ideation, we introduced a persona (Fig. 2 represent the way we present it to the operators), used in previous 
problem scenarios described in D3.1 and D3.2. This persona should possess a value set that helps them make 
a long and successful career in the discussed domain. First, each participant made their list of value hierarchy 
separately; then we asked operators to share their insights with colleagues and researchers to see how close 
their opinions were. By the end of the procedure, we expected to have a list of values important to the 
operators in their everyday work. 
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Figure 2: Introduction of the persona of Marco, snow groomer operator, during the workshop. We deliberately make 
the description vague to allow participants projecting their work-related values through Marco1.  

In the second part of the workshop, we presented the operators with a list of implementation ideas validated 
in previous stages of co-design and asked them to rate each idea based on four parameters: ease of use, 
usefulness, safety (including security and privacy risks), and enjoyment. As we were interested in discovering 
possible conflicts between values, we specifically pointed out to the operators that the same implementation 
could be beneficial in one parameter but detrimental in another (e.g., making the work easier but more 
boring). As we outlined in D2.2, we combined the evaluation with the Sentence completion method [29], 
asking for the reason behind the assessment. After filling out the questionnaire, we prompted participants 
to discuss the conflicts and trade-offs of the features among themselves and with researchers. An example 
of questionnaire is presented in Table. 2. We asked the participants to rate each feature by a set of 
parameters and provide the justification for their evaluation by completing the sentence. 

Table 2: Feature evaluation. 

Ambient lights (light strips) around the windscreen, which indicate vehicle status during start 
up and possibly height of the blade above soil (TBD); 
 
I believe this feature can make my work more efficient (PLEASE, CIRCLE THE OPTION SUITS YOU THE 
MOST),  

1 (I fully 
disagree) 

2 3 4 5 6 7 (I fully 
agree)  

because...(PLEASE WRITE DOWNTHE EXPLANATION). 
 
I believe this feature can make my work less efficient  

1 (I fully 
disagree) 

2 3 4 5 6 7 (I fully 
agree)  

because... 
 
I believe, this feature can make my work more enjoyable (interesting, fun) 

1 (I fully 
disagree) 

2 3 4 5 6 7 (I fully 
agree)  

because... 

 

1 The picture of Marco has been created with the support of AI.  
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I believe this feature can make my work less enjoyable (e.g., more boring) 

1 (I fully 
disagree) 

2 3 4 5 6 7 (I fully 
agree)  

because... 

I believe, if the feature will be implemented, it will be easy to use It 

1 (I fully 
disagree) 

2 3 4 5 6 7 (I fully 
agree)  

because... 

I believe, if the feature will be implemented, it wIll be hard to use it 

1 (I fully 
disagree) 

2 3 4 5 6 7 (I fully 
agree)  

because... 

I think, if the feature will be implemented, it will make my work safer, because (any possible notification 
of safety, e.g. I’ll have less incidents) 

1 (I fully 
disagree) 

2 3 4 5 6 7 (I fully 
agree)  

because... 
 
I think, if the feature will be implemented, it will make my work more dangerous , because... (any 
possible risks, from dangerous machine behaviour, or to create some data which I am afraid to share 
with other people) 
 

1 (I fully 
disagree) 

2 3 4 5 6 7 (I fully 
agree)  

because... 
 

 

We pretested the proposed workshop structure internally with 3 participants at the University of 
Luxembourg to identify the main pitfalls of the method. We then conducted two workshops within the 
investigations of UC1 (6 participants, including 3 operators and 3 other stakeholders) and UC3 (a shorter 
version with 2 operators) to evaluate the applicability of the procedure for assessing the ethical values of the 
operators. The results showed that the workshop procedures are generally understandable for the operators 
and capable of facilitating further discussions for elicitation. The developed instrument is planned to be used 
iteratively in the following stages of the project with larger groups of operators. We also plan to use the 
feature-based model assessment not just for ideas but for earlier prototypes as well. This will help identify 
issues that go beyond usability (even if the feature is working efficiently) and address potential conflicts with 
the core values of the operators. In the next section we present the results of the first round of procedure in 
the UC1 and UC3; as the UC2 have some delay in the scheduling of the features extraction and validation 
process (see D3.2 for further clarification), we were not be able to make the pilot test of the procedure on 
this group of operators as well, however, as the primary goal of this stage of the project was to test the 
methodology with real end-users, the results looks sufficient to confirm the methodological soundness of 
the instrument. 
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3.2.1 Results of the workshop for understanding privacy and ethical values of the 
end-user of technology for UC1 and UC3 

The structure of the results from the ideation around the cardinal values of the operators reveals a high level 
of agreement among the people involved in operating the snow grooming technique (three operators and 
one employee heavily involved in the development and operation process) and excavators (two operators). 
For all participants, the most important values for being successful and engaged operators are those 
connected to autonomy and creativity in their work. When asked why this value is so important in the 
operational side, the operators stressed that the work requires a high level of autonomy and decision-
making. If a person does not want or feel comfortable with this mindset, it will probably not work for them. 
The second highest-rated value related to success in the professional life of an operator was substantial 
pleasure and enjoyment. They stated that for some people, the work and surroundings can be extremely 
monotonous, and if a person cannot find any joy in the process, these people quit quite soon. While talking 
about sources of enjoyment, the operators pointed to the internally rewarding features, aesthetics of the 
surroundings, and challenges in the process which create a sense of joy. Operators also emphasized the 
importance of a supportive team as a value for a successful operator (the value has high positions in the 
snow groomers operators’ case and the highest – in excavator operators’ case). Since the work is performed 
in harsh conditions, the person should have a team-oriented mindset to join the shared work or help in critical 
situations (which can also include the cases of cross-machines operations like on construction site). People 
who do not value this sense of connection are not successful in the process. Finally, operators mentioned the 
importance of safety and security in the process. The showroomers operators discussed it primarily in the 
context of a "secure mindset," as a person who wants to succeed as an operator should be attentive to 
security signals and prioritize security in operations. They also remarked on the omnipresent role of security 
in the whole process of operating. However, considering that the value of following rules and respecting 
authorities was rated much lower than creativity and autonomy in both use cases, we can conclude that 
security through following a strict path of operation will be less welcomed than one based on common 
practices and common sense. In contrast, the values of influence and authority, and success and recognition 
were rated much lower on the list (in exception of one excavator operator) because the job offers limited 
career opportunities and competition. The operators primarily think about their work as autonomous with 
some collaboration needed to execute specific tasks. However, the organization of the work provides little 
competition and cannot be used as a driver for performance.   

On the level of specific features, we discover the following points: 

In general, participants feel favourable toward the proposed features and think they can improve their 
working life by many parameters. The parameters seem to correlate with each other (if a person liked a 
feature, they often rated it high not just in usefulness, but also in enjoyment, ease of use, and security). The 
results are highly reassuring, as the first procedure showed that the parameters of feature investigations 
(enjoyment, usefulness, security, and ease of use) are close to the core values of the profession, meaning 
implementing them in feature design works to assure respect for operators' values. The most ambiguous 
component of evaluation was connected to enjoyment, as many users rated it in the middle of the scale for 
many features, pointing to the fact that the feature will not significantly change the status quo for the job. 
This can be connected to the fact that, at the current stage of development, we are mostly discussing 
utilitarian values (functionality) and have not yet moved to the hedonic dimension of design, so the 
assessment marks may rise later on. Additionally, operators pointed to two extremely important problems 
connected to security and the ease/difficulty of working based on the discussed features. The first crucial 
component, which lowered the assessment of multiple features, was the potential for visual overload from 
the new information coming from XR. In an overloaded situation, it will be harder to make operational 
decisions both in the normal workflow (therefore making the normal workflow harder) and, specifically, 
under critical conditions, where an operator under stress and in an overloaded condition can make serious 
mistakes while operating the vehicle. In the excavators use case it makes the ambient lights function, showing 
the distance to the object the problematic from one of excavators operator point of view as it could provide 
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additional visual noise while still being useful. This was also tightly connected to the problem of professional 
education ethics: as stated by one of the snow groomers operators, if a person learns how to drive the snow 
groomer in the presence of those features, they won't learn the right practices and which information they 
should prioritize. Consequently, another safety concern pointed out by one of the snow groomers operators 
and confirmed by the others was connected to the fact that reliance on the features can also lead to the 
operator being unable to recognize if the system starts to make mistakes and do things wrongly. In the 
operational scenario, that can also lead to grave mistakes and injuries for the operators; therefore, some of 
the operators voted for the opportunity to make the solutions at least switchable and provide different levels 
of support to the beginner and experienced operator with more safety-related and reliance-related 
precautions in the first scenario.  

Based on this round of evaluation, we add the following points and developed the following questions for 
the next stage prototypes, which should be answered positively before moving forward: 

• Does this technology respect operator autonomy? Can it be switched on and off? If not, is it 
properly explained to the operator? Is it verified with the operator that the technology can be used 
in "always on" mode? 

• Does the technology support different levels of information presentations for different levels of 
operator expertise? Does it provide additional opportunities for professional learning and 
development? 

• Have we created proper corrective mechanisms to avoid overreliance on the technology? 

• Have we created a mechanism to support the user in prioritizing real-world parameters over virtual 
ones? 

• Have we assured that the technology does not promote competition between operators (e.g., 
some forms of gamification will not be possible) as it can provoke more dangerous behaviour and 
is not in line with professional values? 

• Does the technology support any forms of work-on collaboration (e.g., make joint operations 
easier)? 

• Does the feature bring some additional hedonic value to the process (raising the enjoyment factor 
of operation)? 

3.3 Evaluation of the industrial baseline for ethics and privacy 
To be able to properly pose the ethical and privacy concerns of the end users into the broader landscape of 
the domain’s practices and to determine if any of our proposed solutions penetrate the baseline of what is 
appropriate in the industry, we developed the structure for the semi-structured interview, which can be used 
in the frames of empirical evaluation of the domain in VCD [18]. Based on previous works dedicated to the 
privacy and ethics problems associated with XR, we created the following list of questions (Table 3).  

Table 3: Semi-structured interview, for establish baseline for privacy and ethics on workplace (use cases domains) 

Does the vehicle collect (or can potentially collect, e.g., the feature exists in the new vehicles but was not 
present in the older models) some types of information such as:  

• GPS data,  

• data about the speed of movement and directions of the movement,  

• environmental conditions (like temperature, moisture),  

• (any) obstacle information through sensors or cameras (e.g. position of other objects 
nearby), borders of operation site. 

• operational efficiency metrics (e.g. fuel usage), 

• safety-related data (proximity alerts and collision warnings). 
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If any of that is collected, where and how this information is typically stored? How long is it usually 
stored? If there any additional rules for longer storage in case of incidents? 

How does authorization for vehicle use occur, step-by-step? Where is the authorization data stored?  
 
How is access to the data typically managed? Has the companies considered scenarios where operators 
request access to their data (if you ever heard about these types of requests)?  If so, what types of data 
might they inquire about? 
 
Does the vehicle monitor any vital signals from the operator (e.g. fatigue levels/ alertness through eye 
tracking)? If yes, where does the information store? 
 
If the operator leaves the company, what usually happens to the data associated with them (e.g., 
performance data, if they are collected)? 
 
Have the companies usually implemented any analytical approaches to the data? Do the data used for 
promotion/salary decision? Do the data use for other purposes, e.g. AI models training? 
 
If there are any standard consent forms in the industry, explaining the operators GDPR related issues 
connected to their work, or each company implement their own forms? 
 
Are there any fleet management systems used in vehicles? If yes, how do they work, what types of data 
are collected, and how is the data stored (e.g., is the cloud hosting internal to the company or external)? 
Can end-users (operators) choose whether to use fleet-management-related features, or is their use 
mandatory in the contract? 
 
What is the current industrial opinion about teleoperation/fully automated operations? Is it already much 
in use? What is the horizon of planning for intense automation in the field? What are the main barriers 
(e.g., technical, social etc.) for that? 

3.3.1 Results of evaluation the baseline for privacy and ethics across the three use 
cases 

We tested the procedure with experts across all three use cases (3 experts in total, working in a company on 

the operations-related position for a long time or developing a digital solution for a domain). After the 

interviews we validated the key points with experts to assure the absence of mistakes. 

A short overview of the answers to the main questions is presented in the Table 4. 

Table 4: Overview of the industrial baseline evaluation 

Question UC1 UC2 UC3 

Does the vehicle collect (or can potentially collect, e.g., the feature exists in the new vehicles but was not 
present in the older models) some types of information such as:  

GPS data yes, it is mapping 
the position with 
GNSS (Global 

yes some of the 
vehicles can map 
position with GPS, 
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Navigation Satellite 
System), like GPS, 
Glonass, Galileo or 
Baidu 

but not the old 
vehicles 

data about the speed of movement 
and directions of the movement 

yes yes yes 

environmental conditions (like 
temperature, moisture) 

weather condition 
information coming 
from station, there 
is telematic system 
for temperature 
update which store 
no data 

no no 

(any) obstacle and terrain 
information/terrain analysis through 
sensors or cameras (e.g. position of 
other objects nearby), borders of 
operation site 

no for terrain 
analysis, some – for 
obstacle detection 

no  partly, some 
excavators have 
cameras 

operational efficiency metrics (e.g. 
fuel usage) 

yes yes, the processes 
connected to the 
machine 
performance 

not any of them, 
but starts to 
become more 
popular, helping 
determine the real 
use of the vehicle 
(and prevent 
personal use 
situations 

safety-related data (proximity alerts 
and collision warnings) 

In development the system is not 
collecting them, just 
inform operator; but 
collect collision 
information 

no 

If any of that is collected, where and 
how this information is typically 
stored? How long is it usually stored? 
If there any additional rules for longer 
storage in case of incidents? 

It is stored in the 
cloud; operating 
companies makes 
agreement with the 
snow groomer 
developers; there is 
no specific rules for 
the information 
about incidents. 

no special rules for 
incident handling, 
the collision 
avoidance call given, 
but not specifically 
stored; information 
is storing in the cloud 
for big companies, 
smaller companies 
save the information 
locally. 

for now, most 
operational data 
are stored in the 
excavators 
themselves. It is 
possible to load this 
data onto the 
cloud, but using Wi-
Fi can cause 
network 
connection issues 

How does authorization for vehicle 
use occur, step-by-step? Where is 
the authorization data stored?  

anonymised data 
stored on the 
vehicle developing 
company in 

the operating 
company assigns the 
individual operator a 
number. The 

in many companies 
there is no specific 
association 
between user and 
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pseudonymised 
form (the 
pseudonymisation 
should be 
performed on the 
operating company 
side); the keys are 
stored on operating 
companies’ level 

machine 
development 
company only has 
the operator's 
number and does not 
know the identity of 
the operator. 

vehicle (any 
operator can use 
any key to 
authorise, the area 
is not very 
digitalised), 
however more 
modern vehicles 
are identified 
through login 
procedures 

How is access to the data typically 
managed? Have the companies 
considered scenarios where 
operators request access to their 
data (if you ever heard about these 
types of requests)? If so, what types 
of data might they inquire about? 

no information 
about such 
requests, data are 
anonymous for 
vehicle developing 
company, 
theoretically 
operating company 
can request 
delete/provide 
data. 

no information about 
such requests; 
companies providing 
data to terminals 
(KPIs about the 
customer operations, 
fuel level or tyre 
pressure) 

no information 
about such 
requests 

Does the vehicle monitor any vital 
signals from the operator (e.g. 
fatigue levels/ alertness through eye 
tracking)? If yes, where does the 
information store? 

no no no 

If the operator leaves the company, 
what usually happens to the data 
associated with them (e.g., 
performance data, if they are 
collected)? 

vehicle data are 
stored; in case of 
mapping to 
operator, the 
standard setting is 
stored in 
anonymous 
version. 

if any data stored, 
they are either 
anonymised (no 
connection to 
operator) or 
pseudonymise 
(company can relate 
them to the 
operator), but by 
default they are 
staying in the 
company. 

if any data stored, 
they are either 
anonymised (no 
connection to 
operator) or 
pseudonymise; 
they are staying in 
the company. 

Have the companies usually 
implemented any analytical 
approaches to the data? Do the data 
used for promotion/salary decision? 
Do the data use for other purposes, 
e.g. AI models training? 

yes, but not any 
personal operator 
data 

yes, the companies 
can use anonymized 
data for analysis and 
training AI; from the 
operator efficiency 
metrics side there is 
not yet requests from 
the companies about 
this type of service 

use of AI is just 
starting in the 
industry, but it is 
probably the way 
forward for bigger 
companies, as it 
can help with 
optimization. 
However, it will not 
be possible to use 
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this data for 
promotion 
decisions, as the 
trade unions will 
probably not 
approve it. 

If there are any standard consent 
forms in the industry, explaining the 
operators GDPR related issues 
connected to their work, or each 
company implement their own 
forms? 

no information, 
happened on the 
operating company 
side 

for a moment there 
are initiatives in 
industry about using 
common protocols 
for data sharing, but 
it is rather on 
terminal side and it 
relates to machine 
data 

decided on 
business level, e.g. 
there is not yet fully 
applied data 
sharing protocols, 
and all the 
discussion is 
related to machine 
data. 

Are there any fleet management 
systems used in vehicles? If yes, how 
do they work, what types of data 
are collected, and how is the data 
stored (e.g., is the cloud hosting 
internal to the company or 
external)? Can end-users 
(operators) choose whether to use 
fleet-management-related features, 
or is their use mandatory in the 
contract? 

at least some 
companies 
implement fleet 
management 
features, 
information stored 
in encrypted cloud, 
there is no opt-out 
options. 

It can be useful to 
coordinate the 
machine and 
operator; by default, 
the collected 
information cannot 
be switched off 

it is technically 
possible and there 
are several 
solutions on the 
market, which aim 
to coordinate the 
vehicles; in a 
moment the 
system is more to 
assign vehicle to 
task and not for 
coordinating 
operators. They can 
call each other if 
they need 
coordination 

What is the current industrial 
opinion about teleoperation/fully 
automated operations? Is it already 
much in use? What is the horizon of 
planning for intense automation in 
the field? What are the main 
barriers (e.g., technical, social etc.) 
for that? 

still the question for 
the future, the 
surrounding is too 
unpredictable. 

there are 
teleoperations in the 
container handling 
industry for larger 
containers 
(automated 
terminals) operating 
machines, but not 
yet for reach 
stackers. The 
surrounding 
environment and the 
type of operations 
performed in the 
terminal are more 
difficult to automate 
compared to 
autonomous driving. 

still the question 
for the future, the 
surrounding is 
rather 
unpredictable 
(compare to the 
road, where task 
for cars is easier to 
implement). 
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The results showed that the current ideas and implementations proposed in the project do not exceed the 

baseline in terms of personal data collection. In most cases, the data are taken from the machine in an 

anonymized/pseudonymized mode, with the task of keeping pseudonyms assigned to the operating 

company. It was also revealed that despite end users’ concerns (discussed in D2.3), there are few initiatives 

from companies to use the performance data of operators in work-related decisions. However, technically, 

companies are capable (and more will be capable in the future) of taking the data and implementing 

sophisticated AI-based analyses of performance, which can also include the operator's performance. The 

data potentially generated by XR implementations can make the data collection richer and, in this case, 

create more risks in evaluation scenarios. The development should ensure a transparent way of 

communication and agreement between workers and the company in that scenario. However, it was also 

confirmed that operators are usually rather passive about their data and have little initiative to ask for access 

to or deletion of their data when leaving the company. The current baseline also shows that, intentionally or 

not, data storage is restricted to machine data. The vehicles are not currently collecting any specific operator 

vitals. As one of the goals of the project is to make work more enjoyable and meaningful for operators, one 

possible line of reaching this goal is to save some operational data and bring it to the operator. This, in turn, 

may require additional data collection about the operators’ actions, which is currently above the baseline. 

Therefore, all decisions related to this additional data collection should be discussed within the development 

team with caution, as they can significantly alter the data collection status quo and provoke strong reactions 

from company stakeholders and end users. 

Based on this round of evaluation, we add the following points and developed the following questions for 
the next stage prototypes, which should be answered positively before moving forward: 

• If the feature implementation involves collecting personal data, what steps can we take to evaluate 

the risks and benefits of this implementation? 

• Can the newly implemented XR feature affect established data collection and data handling 

processes? If yes, and if it exceeds industry standards (e.g., in data sensitivity or amount of data), 

what additional security/privacy measures do we plan to implement? 

• If the feature requires storing personal data, have we evaluated alternative paths and designs that 

can work without data collection? 

• If the developed feature collects data, could this data be beneficial for operators? How should this 

data be presented to them? 

• If data from XR implementations will be stored, have we ensured that the data handling will adhere 

to a higher level of industrial baseline (e.g., encrypted cloud storage)? 

3.4 Co-design workshop for reevaluating privacy goals and 
specifying stages of privacy requirements 

To assess the achievement of the project’s privacy and ethics goals, we created a prototype of a 
synchronous/asynchronous workshop with the stakeholders. Following the paradigm of humanity-centred 
design, we organized the activities of the stakeholders not only around the questions of the ongoing stages 
of the project but also about the greater benefits of privacy- and ethics-guided development to society. The 
procedure included the following steps: 

First, we re-iterated and evaluated the privacy requirements proposed in D2.3 in relation to the current 
specifications of the technologies we are implementing in the project. Our goal was to reflect on the most 
challenging ones from the perspectives of different stakeholders.  
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In the second phase, we asked participants to ideate around the following parameters related to the 
solutions. We specifically requested that participants be as detailed as possible and take a narrow perspective 
(e.g., answering from their perspective as providers of specific technology or holders of specific use cases). 
We used on-line format for the discussion and applied a Mural board for tasks allocation.  

We asked to elaborate around the following questions (see the Table 5 for the exact questions, Fig. 4 illustrate 
the workshop process on the main online board):  

• the first three questions were asked about the stages of adopting and applying our privacy 
requirements in the different stages of the project: in the middle of the project, at the end of the 
project, and after the end of the project. The last of them were specified beyond the project goals 
and were formulated for the industry in general ("How would you like to see this type of requirement 
being implemented by other companies and the industry in general?") 

• the next two questions were organized to provide the envisioned route for implementing the 
requirement and to assign the responsibilities of the project’s stakeholders regarding achieving and 
controlling privacy and other ethical goals in the project. This can help create a list of co-dependent 
actions from the stakeholder side and organize the network of implementations and control inside 
the project. 

• finally, as we follow the principles of audibility in XR development, proposed by Norval et al. [36] 
(more information about the used paradigm can be found in D.7.3), we specify the measurable 
criterium, which will show if we achieved of failed the subtasks of privacy and ethic-related questions 
in the project. 
 

Table 5: Privacy Requirements goal-setting and roles allocation questions 

How we want it 
to be 
implemented 
mid-term (e.g., 
September 
2024) 

How we 
want it to be 
implemented 
in the final 
stage of the 
project 

How we want 
it to be 
implemented 
beyond the 
frames of the 
project (e.g., 
in the 
industry in 
the future, 
what should 
be a standard 
for XR 
augmentation 
development 
for the 
industry) 

Who is 
responsible 
for 
implementing 
it? 

Who is 
responsible for 
assessing the 
implementation? 

What are the 
criteria for 
successful 
implementation? 

What 
are the 
criteria 
for 
failure? 

 

The developed procedure should be performed during the different stages of the project to ensure consistent 
movement toward privacy-centred development. We tested the developed procedure with stakeholders ( 
12 participants, including the technologies developers and the representatives of the companies), and the 
results showed that the procedure is useful for understanding the privacy-related questions that should be 
addressed within the project.  

We also specified the best possible privacy-related outcomes of this and similar projects for society and what 
could be further implemented into the industrial guidelines for ethical XR development. However, we found, 
that the free procedure of the specification of the results of the project is still not clear enough for the 
participants, which provides too general answers to the question (e.g., "all the results should be in line with 
the project specification") so we are planning to move further specifying the co-design of the privacy and 
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ethics support mechanisms on the levels of procedures and artifacts, which can help create more specified 
answers. We also plan to dedicate specific space to present the overarching values of the operators in each 
use case, pushing towards generating implementation ideas that keep these values as design constraints to 
specify the design space for privacy- and ethics-related mechanisms.  

 

Figure 3: Board for privacy-goals setting and roles allocation after the first workshop with the stakeholders 

3.4.1 Results of co-design workshop for reevaluating privacy goals and specifying 
stages of privacy requirements 

During the privacy requirements elicitation, we performed in the frames of Task 2.3 (Identification of Privacy 

Requirements), we formulate seven privacy requirements (PR), which was relevant to the project on that 

stage:  

• (PR1) The uses cases shall identify which personal data are they processing. 

• (PR2) The use cases shall adopt a data minimization approach. 

• (PR3) When a privacy threat is discovered, the team developing the use case shall convene to discuss 

a strategy for mitigating it. 

• (PR4) The implementations proposed in the use cases shall have a system in place to modify and 

delete personal data. 

• (PR5) Where the object detection model is in place, the applied algorithm shall be tested for fairness. 
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• (PR6) Where an object detection system is in place, the vehicle shall display a post or sticker 

informing about the use of this system. 

• (PR7) Where XR-enhanced features are integrated into the system interface, there should be a clear 

method for users to opt in or opt out. 

(More information about it can be found in D2.3). 

In the presented workshop, we revisited the requirements to assess how they align with the technology and 

development progress in the project. We found that two of the requirements elicited in the previous stage 

of the work, namely PR4 and PR5 provided an extensive discussion about applicability at the current stage of 

the project. Specifically, stakeholders pointed out that the current list of technological implementations does 

not consider collecting and storing any personal information about the operator, only about the use of the 

machine (which is in line with the industrial baseline; see part 3.3.1 for reference). However, the discussion 

revealed that different stakeholders are not yet fully in agreement about whether the data collection of the 

XR parameters should be stored and when it should be given to the operator (in visual or textual forms) to 

enhance work fulfilment and enjoyment. As this point is a cornerstone of the project for privacy, it is 

necessary to make a decision and specify the data collection practice before implementing the tested XR 

solutions into the following prototype. 

The second point of the requirements discussion was concentrated around the use of AI datasets and training 

set data collection in the project, specifically testing for the fairness of algorithms. As all the stakeholders 

acknowledged this as an important point to consider during development, they decided not to develop the 

algorithms (e.g., obstacle detection algorithms) from scratch but to use existing algorithms, fine-tuned with 

additional data, so the problem of the fairness of the original algorithm appears to be out of the scope of the 

current phase of project implementation. However, this consideration should be kept in mind at the level of 

results exploitation in the project. 

The rest of the requirements remain in line with the current steps of project development, and therefore we 

proceed to the step-by-step analysis of how they should be implemented at different stages of the project. 

Based on the second stage of the workshop, we collected and synthesized the joint vision of the actions and 

privacy-and-ethics-related mechanics we should implement for requirements at different stages of the 

project: 
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Table 6: Co-design the privacy and ethics preserving implementations with stakeholders 

PR How we want it to 
be implemented 
mid-term (e.g., 
September 2024) 

How we want it 
to be 
implemented in 
the final stage 
of the project 

How we want 
it to be 
implemented 
beyond the 
frames of the 
project (e.g., 
in the industry 
in the future, 
what should 
be a standard 
for XR 
augmentation 
development 
for the 
industry) 

Who is 
responsi
ble for 
impleme
nting it? 

Who is 
responsi
ble for 
assessing 
the 
impleme
ntation? 

What are 
the criteria 
for 
successful 
implement
ation? 

What are 
the criteria 
for failure? 

PR1 Final definition of 
data collection 
requests from 
technology 
developing 
partners; 
 
The data 
determined to 
collect should be 
validated through 
workshop with 
users (in co-design 
approach). 

Validated list of 
the privacy and 
ethics concerns 
left in the 
project (based 
on requirement 
list); 
 
Each concern 
has actionable 
way to address 
(on technology 
and on 
interaction 
level). 

Industry-
validated 
guidelines 
with the best 
practices and 
lesson learned 
from the 
project for 
development 
for similar 
industry; 
 
The 
considerations 
should be 
included in the 
exploitation 
plan. 

UC leads 
accumul
ating 
result 
from 
technolo
gy 
provider 

UL 
partner, 
end-
users; 
cross-
reviewed 
by 
developi
ng team 

Clear 
document
ation of 
the data 
processing 
which 
matches 
the 
requireme
nts, (b) 
matches 
the 
implement
ation, 
satisfies 
stakeholde
rs and end-
users 

Unclear 
requirement
s, unsatisfied 
end users 
(no 
acceptance 
of the 
solutions) 

PR2 All technology 
partners confirm 
either no 
collecting 
personal data or 
provide the 
reasons for 
collecting 
 
 

Clearly 
document the 
data processing 
pipelines to 
identify which 
data are 
processed, and 
whether or not 
they are 
retained long 
term 

Provide a way 
to verify that 
the collection 
of the 
personal data 
is the minimal 
possible for 
the 
implementati
on to work 

UC leads, 
supporte
d with XR 
develope
rs 

UL 
partner, 
UC leads 

Confirmati
on of 
privacy 
experts; 
 
Data 
processing 
matches 
the 
requireme
nts. 

Unclear 
what has 
been stored 
and why, 
lack of 
documentati
on 
describing 
data 
processing 
for each 
feature 



 

 27/33 

PR3 Any 
researcher/devel
oper discovering a 
concern should be 
responsible for 
brining it to 
attention, 
discussion should 
be carried out by 
ethics / privacy 
lead and project 
lead + partners 
responsible for 
the development 
of the affected 
feature; topic 
should be brought 
to attention to the 
whole team and 
support with 
Ethics/privacy 
lead (UL) as soon 
as possible. 

All privacy 
threats need to 
be identified. If 
certain 
privacy/ethics 
threats are not 
solved, they 
need to be 
clearly 
documented 

No privacy 
threats are 
allowed to be 
present 
anymore 
before 
bringing it to 
market; 
 
Provide some 
guidance on 
how ethical 
and privacy 
concerns 
should be 
handled 
(based on the 
process and 
learnings in 
this project), 
should they 
arise in 
subsequent 
co-design 
projects or 
industry 
development. 

The 
mitigatio
n process 
is guided 
by UL, 
UC-leads 
and 
technical 
experts 
are part 
of the 
team. 

Privacy 
lead, 
coordin
ator, UC 
lead, 
end-
uses 

List of 
identified 
and 
resolved 
concerns 
validated 
and 
approved 
by 
stakeholde
rs and end-
users 

Concerns 
and issues 
which stay 
unresolved/
unsatisfacto
ry resolved 
to the end of 
the project 

PR4 Currently the development team follow the approach to not collecting the personal data (see more above). 
However, if the decision about (some) data storage will be justified after the following stage of co-design, we 
planning to implement the mechanism of control and monitoring which data are collected from operator, for 
which period of time and how they can be used from operator and company side. 

PR5 Currently developers are planning to use only preexisting algorithms (see more above), however in any case 
the algorithms will be tested according to use case specification to assure the absence of the performance 
problem. 

PR6 Project should 
have preliminary 
decision how and 
when present the 
warnings (some 
use cases already 
propose their 
ideas of 
placement and 
structure of 
warnings 

Create the 
warning system 
using 
automation 
transparency 
principles 

Develop clear 
guidelines for 
presenting the 
warnings in 
case of Off-
Highway 
Machinery 

Systems 
provider, 
Site 
operator 

Safety 
inspector 
(the 
impleme
ntation 
would be 
mostly 
on 
operatio
n side) 

Clear and 
understan
dable 
warning 
(rested 
with end-
users) 

Unclear non-
accessible 
information 
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PR7 Describe which 
features are 
can/can’t be opt 
in/opt out. 
Several partners 
already confirmed 
the mechanism is 
implemented in 
their solutions 

All solutions 
should be 
considered and 
decided which 
benefit from the 
possibility to opt 
in/out. By the 
end of the 
project, it 
should be 
identified which 
technologies 
can benefit from 
this. 

Before 
bringing it to 
the market, 
the 
possibility to 
opt in/out 
should be 
available for 
all 
technologies 
that make 
sense to 
include this 
feature. 

UC 
Leads, 
Technol
ogy 
develop
ers 

Technol
ogy 
develop
ers, co-
design 
and 
privacy 
leads 

User 
feedback, 
confirmat
ion of 
privacy 
experts 

Unclear 
requireme
nts, 
unsatisfied 
end users 
(operators 
reject the 
solutions) 

 

The results of the workshop helped formulate the list of short, mid, and long-term goals in privacy and ethics 

for the technologies we are developing in the project. Our next step will be to hold the next workshop in the 

series in mid-September to determine if we are in line with the short-term privacy goals and how we are 

implementing the privacy-related ideas co-designed with the stakeholders. We will also add additional 

parameters for evaluating the XR solutions based on the privacy questions identified in sections 3.2.1 and 

3.3.1, respectively. 

3.5 Quantitative methods for assessment of privacy and ethical 
concerns 

In the final stage of the evaluations of the proposed XR-enhanced solutions for off-highway machinery (in 

the end of the project), we also plan to use two quantitative methods to compare the developed solutions 

with the existing baseline in the industry. The first one is the subsection of the User Experience Questionnaire 

(UEQ), dedicated to privacy/trust [42], developed by Hinderks [24]. The original User Experience 

Questionnaire [30] based on the theoretical model of hedonic and utilitarian values of the product, proposed 

by Hassenzahl [22]; however, the instrument is constructed to be able to incorporate additional modules for 

the extensive investigation; the chosen trust scale was validated and extensively used in UEQ+ approach. The 

second proposed questionnaire, developed by Ayalon and Toch, is dedicated to evaluating users’ perceptions 

about a system’s privacy in the aspects of perceived information control, confidentiality, importance of 

information transparency, secondary usage, data deletion, perceived privacy risk, information sensitivity, 

protection strategies, identity sharing. The structure of the questions allows the tailor of the questionnaire 

to evaluate specific systems or applications [5]. While not all the scales can be applicable in the context of 

XR-for-work (the questionnaire was developed in the context of evaluation of third-party systems and tested 

on social media platforms as systems examples), it can help provide a quick evaluation of users’ perception 

of privacy in the final implementation. 
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4 Conclusion 
Developing technologies that are sensitive to user privacy and do not create additional risks to ethical and 
fulfilling work can be challenging. As shown in previous literature, the use of XR technologies poses 
considerable risks to users' privacy and security, creating room for the intentional or unintentional 
implementation of bad practices. Additionally, putting XR into the context of work presents additional 
challenges related to the risks that new technology can create for work ethics (e.g., disturbing practices of 
physical data collection or undermining users' agency). In the presented deliverable, we showcased a range 
of methods to help us address these challenges. Through the paradigm of co-design, we examined 
methodologies to address stakeholders’ and users’ values and privacy needs. The developed procedures 
were already tested with stakeholders and users, and the insights received have helped us further co-design 
and evaluate prototypes of the solutions. The full procedures will be updated with the results of D3.6, and 
the final version of the privacy and ethics procedure evaluation will be presented in D3.8. 

The results of this deliverable will be used in the following ways: 

• To empirically inform the guidelines we are developing for the domain of off-highway machinery (the 
first version of the guidelines is presented in D7.3). 

• To bring the discovered ethical and privacy concerns to the stakeholders and end users in the 
following cycles of prototype development. To do this, we are planning monthly meetings with 
scientific (developing) and use case holders to critically discuss how the findings from the user studies 
and privacy considerations, formed in D2.3 and refined in D3.3, are met in the proposed designs of 
technologies. 

• To make the road for the final validation with the users and stakeholders in the end of the project, 
which will be presented in D6.7 Privacy assessment results. 
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ABBREVIATIONS / ACRONYMS 

AI Artificial Intelligence 

HCD Humanity-Centred Design 

PVQ40 Portrait Values Questionnaire 

SVS Schwartz Value Survey 

TAM Technology Acceptance Model 

UC Use Case 

VAM Value-Based Adoption Model 

VR Virtual Reality 

VSD Value-Sensitive Design 

XR Extended Reality 

 


