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Highlights

The Unscented Genetic Algorithm for Fast Solution of GA-Hard
Optimization Problems

Anton Aguilar-Rivera

e A novel competent evolutionary algorithm is proposed based on un-
scented Kalman filter theory.

e The proposed approach attained better performance than other com-
petent evolutionary algorithms for increasing problem sizes.
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Abstract

This work introduces the Unscented Genetic Algorithm (U-GA), which com-
bines ideas from evolutionary computation and Kalman filters to devise a
novel approach to solve GA-hard problems. The approach is justified based
on how other Bayesian methods make strong assumptions on data, which
could limit their performance in the long run. U-GA applies theory from
unscented Kalman filters to relax this assumptions via Monte-Carlo simula-
tion. The algorithm is explained in detail, showing how unscented Kalman
filters equations could be adapted for the evolutionary computation frame-
work. In the experiments, the proposed approach is compared to Bayesian
optimization algorithm (BOA) and genetic algorithms (GAs) to investigate
the strengths and limitations of U-GA. The results show how U-GA attains
better performance than the benchmarks, even when the problem size is in-
creased. Also U-GA attained a considerable speed-up (around 400%) when
compared with similar methods.

Keywords: Competent evolutionary algorithms, Unscented Kalman filters

1. Introduction

Genetic algorithms are methods inspired by both genetics and Darwinian
evolution. They have been mainly used for optimization where traditional
approaches usually struggled. For example, it has been reported in the liter-
ature the success of GAs for combinatorial optimization [1], network design
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2], identification of the flux linkage map of permanent magnet synchronous
machines [3], and others.

GAs solve a problem by processing a set of possible solutions that are
encoded in the form or binary strings. In this context, each solution repre-
sents individuals from a population that compete with each other to prevail
in future generations. Individuals are selected based on their fitness using an
objective function. Then they are combined with each other using genetic
operators, like crossover and mutation, to obtain the final offspring. Several
variations of these operators could be found in the literature [4]. Repetition
of this cycle (i.e. a generation) is expected to lead the population towards
optimal solutions.

Although the potential of GAs was clearly reported in the literature, an
explanation about their inner workings remained elusive. It was not clear
why that particular combination of operations (i.e. selection, crossover, and
mutation) could guide the search towards global optima even under adverse
conditions like non-linearity or noise [5]. Further research was made about
defining GA-hard problems, introducing the concepts of building blocks (i.e.
schema)[6], deception [7], and linkage [8]. It was concluded GAs worked
assembling building blocks and that linked, deceptive problems were the ones
that could be considered GA-hard.

1.1. GA-hard Problems

Competent GAs are the ones that can solve GA-hard problems quickly,
reliably and accurately, and GA-hard problems are the ones where deception
and linkage are present [9]. Understanding the inner working of GAs is
based on the concept of building blocks. GAs work on solutions encoded
into binary strings, identifying those bits combinations that contribute to
increase fitness values (assuming maximization). Then, they are passed to
the next generation with higher probability than the rest of individuals. The
success of GAs could be explained from the fact they process all the building
blocks contained into a single binary string at the same time, speeding-up
the search. This is known as implicit parallelism.

In this sense, GAs perform decomposition of the problem to find the good
building blocks that will be later assembled together to conform the optimal
solution [9]. Therefore, a GA-hard problem is the one where the solution is
composed by building blocks that are hard to find. Deception refers to the
case where the objective function leads the search consistently away from
the optimum. Figure 1 shows an example of this kind of problem. On the
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Figure 1: The figure shows and example of fully deceptive problem. Trap function with
string length b = 4 and k = 0.25. The optimum is 1111, but the problem leads the algorithm
towards 0000.

other hand, linkage refers to the case where the bits that form one building
block are split along the string, making hard for the GA to decompose the
problem properly. Both conditions prevent GAs to find good building blocks
efficiently.

1.2. Competent GAs

We can find different approaches to tackle GA-hard problems in the liter-
ature. Goldberg an Ohsawa [9] mentioned three groups: Perturbation tech-
niques, linkage adaptation techniques, and estimation of distribution tech-
niques (EDAs). Besides, in the literature has been also reported model iden-
tification techniques [10]. The Fast Messy GA (fmGA) is an example a com-
petent GA using perturbation techniques, while the Linkage Learning GA
(LLGA) applies linkage adaptation; the Bayesian Optimization Algorithm
(BOA) is probably the most known EDA, which implements a Bayesian net-
work to model the population.

In general, all the approaches mentioned above understand traditional
genetic operators disrupt the formation of linked building blocks, and propose
solutions to preserve them along generations.

1.3. Reuisiting the Bayesian Approach

The objective of this work is introducing a new type of EDA. Assuming
normality, we could represent the population’s bit distribution using
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where p is a vector with the mean of each variable and X is the co-variance
matrix. In EDAs, this distribution is sampled to create the next genera-
tion. This allows discovering new individuals that preserve the relationships
between bits while avoiding linkage problems.

BOA [11] (and hBOA [12]) use a Bayesian network to model relations
between bits. A new Bayesian network is created each generation. The
network is built based on maximization of some metric. One possibility is
using the Bayesian Dirichlet metric [11]:

p(D, BIE) = p (BIE) T T, o) o

C(m(xi,mxq)+m' (zi,mx4))
Hﬂa:i F(m'(xi,ﬂ'xl')) .

Equation 3 computes the probability the current population D fits the net-
work. p (D, B|¢) represents the probability described by the network, which
was created given prior information . Here = p (B[{) represents the prior
distribution, which is represented by the network created the last generation.
m(mx;) is the number of instances in D where the parents of bit X; are instan-
tiated to the combination Ilx,. m (x;,7x;)) denotes the number of instances
where a specific combination of ITx, has set X;. Besides, m(-) and m/(-) refer
the current and the past network, respectively. This equation makes a com-
parison between B and the last network B’. When B is able to cover more
instances of D, p(D, B|¢) will be increased. The best network maximizes
p(D, B|§). Once B is defined, it is sampled to obtain the next generation of
individuals. Besides using a Bayesian network to represent data, equation 3
performs a belief update, which incorporates the information gathered from
the selection process about the optimum.

1.4. Room to new Bayesian EDAs

Although, even when BOA has proved to be successful in solving GA-
hard problems, there is still room for improvement. We recall the Bayes’



theorem equation:
P(S|R)P(R) "

P(s)
where P(R) which is the prior distribution, and P(R|S) is the posterior
distribution, which incorporates information from past beliefs and current
data. P(S) could be treated as a normalization factor without the loss of
generality. P(S|R) represents the likelihood S is represented by R. The fact
the posterior probability is increased or decreased by the information in S
depends of the ratio P;SgR)

This work’s hypothesis is based on the fact equation 3 is only an approx-
imation to equation 4 [13]. The approximation comes at the moment we
assume data is truly generated by a Bayesian network, following a Dirichlet
distribution. Besides, in the beginning of the run, an initial network struc-
ture (normally a non-connected set of nodes) should be assumed as well to
start the optimization process, even when no information is available at the
moment. These assumptions have allowed the development of algorithms
like BOA, but if a Bayesian EDA could be devised without relying on these
conditions, this new algorithm could be a better realization of equation 4
and possibly attain better performance than other EDAs.

One second improvement opportunity comes from the fact BOA requires
high computation power to work. It is reported in the literature building
Bayesian networks are a NP-hard problem [13], making unfeasible performing
a full optimization process to search the best Bayesian network for each
generation. This occurs because the algorithm must search and evaluate all
the feasible candidates to find the new network, and perform this operation
at each generation. Therefore, a method with the ability to implement the
Bayesian approach without using Bayesian networks should speed-up over-all
computation.

Based on this analysis, this work introduces Unscented Genetic Algo-
rithms (U-GAs), which combines Kalman filters to GAs to implement a new
Bayesian EDA. A description of U-GA is presented in section 2. Experiments
are found in section 3 and the results are discussed in section 4. Section 5 is
the conclusion. Final work is described on section 6.

P(R|S) =

2. Unscented Genetic Algorithms (U-GAs)

U-GAs are an implementation of Bayes’ theorem based on Kalman filters
(KFs) [14]. Kalman filter is a recursive algorithm that implements Bayes’
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theorem and it is used for estimation of noisy data, forecasting, smoothing,
estimation of unobserved variables, and other applications. In general, KF's
perform two basic operations: prediction of prior distribution, and update
of the prior distribution with information from data to obtain the posterior
distribution. In the context of KFs, prediction is implemented with the
following equations:

i=Fup+ Bw (5)
S=FXFT+Q (6)
and update operation is described by
y=z-Hp (7)
K=-SHT (HSHT +R)" (8)
p=p+Ky (9)
Y=(I-KH)X (10)

where p and 3 were already introduced in equations 1 and 2. In equations 5
and 6, F is called the transition matrix, which usually holds a set differential
equations that models the evolution of the system state with time. w models
manipulations to the system, and B maps this manipulation to system states.
These equations deal with prediction of the prior distribution.

Equations 7 to 10 describe the update operation. z represents data and
y is the difference between data and the value predicted by equation 5. K is
know as the Kalman gain. Equations 9 and 10 update both p and 3 given
the likelihood of data and uncertainty’s of the state. @ and R represent our
estimation of uncertainty in the model and in the measurements, respectively.

2.1. Prediction in U-GAs

Any algorithm implementing equation 4 must perform both prediction
and update operations. The problem is that in GAs we have not a definition
of the matrices used in KFs. Although, in the case of prediction, we could
assume the selection operator is naturally moving the population towards the
optimum. Then, we could express this assumption in the following equation:

S (pop;) o< F (pop,), (11)

where § represents the selection operator and F is a function applying F' to
the equivalent system represented by the population at time ¢. Under this

6



assumption, we can see the objective function provides information about
the population dynamics and state transition occurs when the algorithm
performs selection. The same assumption was used to explain the inner
workings of BOA in subsection 1.3.

Therefore, we can implement equations 5 and 6 with

mio = sgn (sgn (fp, — fpr) +1), 12

(12)
mo1 = 1 —ma, (13)
D=D,omiy+D ®mg, (14)
fp=fp, ©mio+ fpr ©mox. (15)

Equations 12 to 15 represent tournament selection. We are assuming maxi-
mization without the loss of generality. D and D’ are the current and past
generation’s populations, respectively, while D, is a new sample population
used for the tournament. mg and mg; are masks that can be either 0 or 1,
depending on which individual has better fitness values. fp, fp., and fp are
the vectors with the fitness values of individuals in each sample. Operator ®
represents element-wise multiplication.

2.2. Update in U-GAs

In a similar manner, fitness values could be regarded as measurements,
and this information could be incorporated to obtain the posterior distri-
bution (i.e. equations 1 and 2). To achieve this task we can recall to the
update version of unscented Kalman filters (UKFs) [15][16]. In UKFs, a
Monte-Carlo approach is used to compute the prediction and update oper-
ations, but it uses a carefully chosen set of points (i.e. sigma points) that
guarantees a good parameters estimation while using very few values. This
approach was chosen because it naturally allows computing K from a set of
points, which is well suited for evolutionary algorithms. Update operation
in UKFs is implemented in the following equations [15][16]:

Z=h(Y) (16)
P.=3 (wX-p)(2-p) (17)
K=P,P* (18)



S=xp.x7" (20)

Where X denote the sigma points used by UKFs. Y are the measurements,
while Z is their transformation to the states-space. P is used here to denote
cross-covariance. In the case of U-GAs, individuals could be used as sigma
points, and we could combine equations 16, 17, 18 and re-write them to be

v

In equation 21, X is being used as a short-hand to refer to the population. g,
denotes a vector with the mean values for each column of u,. f is a vector
with fitness values. n and b refers to population size and bit-string length,
respectively, while 0]20 is the population’s fitness variance. 1 is a vector of

ones of suitable size to allow the computation. In the end, K is a scalar.

2.3. U-GA Implementation

U-GA keeps information of the population’s distribution in g and 3. The
population X is sampled from a normal multi-variate distribution:

X~N(p,X). (22)
And then it is converted to bits using

_sgn (X -p)+1

Xy 5

(23)

Equation 23 assigns 1 to those values above the mean and 0 otherwise. Both
prediction and update operations described above are applied to X instead
of Xp. Although, X is used for evaluation.

Implementation of U-GA is shown in figure 2. The input arguments are
the objective function obj_fun, number of generations m, number of individ-
uals n, and string length b. Both g and ¥ can be initialized to uninformed
states. The algorithm’s loop is not different from the one found in regular
GAs. The population is generated from the distribution defined by g and
3} using equations 22 and 23. Then, the population X, is evaluated using
the objective function. PREDICT() implements the procedure described in

8
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‘ fr = EVALUATE(A&},.0bj_fun)
[

‘ X, fz = PREDICT(X, X}, f2)
I

‘ 1, X = UPDATE(X, f,)

l X, X, = GET_POPULATION(n, u, X) l4—

r*, f+ = COMPUTE_SOL(AX, obj_fun)

‘ RETURN(z*, f+, u, X) ‘

O

Figure 2: U-GA Flow Diagram.

subsection 2.1, which uses tournament selection to find the new state of p
and ¥. UPDATE() implements the procedure described in subsection 2.2,
which applies equations 16 to 20 update p and ¥ with the data from new
evaluations. Finally, the algorithm returns g and 3 with its estimation of
the posterior distribution.

The optimal solution zx and its fitness fx is computed from the final
population X using the COMPUTE_SOL() function. This function takes
an average of each bit and evaluates the resulting individual. g, 3 could
be regarded as metrics of the certainty the algorithm has about the result.
Other criteria could be implemented as well.



3. Description of Experiments

Benchmark functions were taken from the literature [17] [18] to test the
proposed approach. Five of them were chosen to be included in this article.
In table 1 below, the names and properties of these functions are described.
The problems could be classified whether they are (or are not) continuous,
differentiable, separable, scalable and unimodal. The problems were chosen
to explore the performance of algorithms under different conditions. It is
expected non-separable problems to be the hardest ones because of linkage.

Other evolutionary algorithms are considered in the experiments for com-
parison purposes. BOA was chosen because both U-GA and BOA work under
similar principles. Also, a regular GA was chosen because it is expected to
be the lower bound in performance. Any competent evolutionary algorithm
must perform significantly better than a regular GA for hard problems.

All three algorithms were run with the following setup: m = 100, n = 200,
and b = 16. Only Dixon-Price problem was run using also b = 24 (more details
in section 4). In the experiments, the data of 100 runs were collected for each
algorithm.

Problem Continuous | Differentiable | Separable | Scalable | Unimodal

One-max No No Yes Yes Yes
Dixon-Price Yes Yes No Yes Yes
Schwefel 1.2 Yes Yes No Yes Yes

Stepint No No Yes Yes Yes
Type-1 Dec. No No No Yes No
Type-2 Dec. No No No Yes No

Table 1: Properties of benchmark functions used in the experiments.

4. Results

The results are shown in figures 6 to 11 and in table 2. The figures
are presented in pairs. The first one shows the RMS error between the
population’s fitness mean and the optimum result of the problem. This
is possible because the optimal solutions of all the benchmarks are known
beforehand. They are obtained by aggregation of 100 runs. Also, this figure
shows the evolution of fitness with time. The second figure shows a box plot
of the speed-up attained by U-GA and GA in relation to BOA. BOA was
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chosen as the benchmark because the other algorithms were faster. Speed-up
is computed in the following manner:

speed-up() = L;“W < 100% (24)
old

Times were chosen to show speed-up because all three algorithms are of
order O(n). Therefore the difference in running time should be caused by
other steps in the algorithms. For example, the construction of the Bayesian
network seems to be the main cause of time-consumption in BOA to the point
it could be not considered negligible. One of the advantages of using relative
comparison metric like the one shown in equation 24 is the division cancels the
effect of similar conditions applied during the runs (e.g. specific hardware
used). Therefore speed-ups seemed a suitable way to report performance
when comparing disparate algorithms or computer architectures.

In table 2, the final mean and standard deviation of RMS between pop-
ulation fitness and the optimum is reported in the form mean/standard de-
viation. The results of 100 runs were aggregated to compute these values.

In table 2 we can see the convergence of all the algorithms. We can
see both U-GA and BOA were able to solve the benchmarks, while GA
struggled. This result is expected and in clearly shows the proposed approach
is better than a regular GA. No increments of n or b were needed for further
clarification.

We can observe the final mean and standard deviation of BOA for Dixon-
Price-16 problems are better than U-GA’s but the situation reverses for the
24-bits case. In general, it was observed that for small values of b (e.g. b~ 8)
there was not significant difference between the convergence power of BOA
and U-GA, but the performance of BOA degrades with increasing values of
b. In figures 6, 8, 10, and 11, we can see U-GA was able to find the optimum
faster than BOA.

One interesting result is shown in figure 11. This problem is a pair of
concatenated traps as the one shown in figure 1. We can see a clear difference
in performance between U-GA and BOA. The solution could be increasing
the number of individuals, and the number of generations to allow BOA
having more information to process, but in the end, this would lead to a
slower performance because BOA would require more evaluations than U-GA
to find the optimum. We can see in the box plots the median in speed-up
is around 500%. In this sense, we could say U-GA dominates BOA when

11



considering both RMS and speed-up for the performed experiments. This
trend is clearer for the type-2 deceptive problem case.

Another point to be discussed in regards the results is it could be ob-
served both U-GA and BOA performed better for discontinuous problems
than continuous ones. This could be explained because both algorithms are
designed to work with bit strings. Therefore, a mechanism to perform con-
tinuous optimization would be needed to increase performance. Different
solutions could be found in the literature [19].

Finally, the box plots in figures 6 to 11 shows both GA and U-GA are
faster than BOA. GA is proven to be fastest one , because is the most simple
algorithm, but even BOA was able to attain speed-ups up to 3000% in the
experiments. Also, GA could be tuned up to run for longer numbers of
generations and individuals, but in the end, this would have negative impact
on performance. It seems the results show both U-GA and BOA outperform
a GA for hard problems.

Problem U-GA BOA GA
One-Max 0/0 0/0 0.194/0.0378
Dixon-Price-16 | 0.146/0.149 | 0.026/0.036 | 724.533/458.2763
Dixon-Price-24 | 0.131/0.119 | 0.322/0.262 | 804.502/415.498
Schwefel-1.2 0.154/0 0.166/0.067 | 138.731/77.204
Stepint 0/0 0/0 0.316/0.071
Type-1 Deceptive 0/0 0.089/0.029 0.0418/0.032
Type-2 Deceptive 0/0 0.529/0.022 0.028/0.006

Table 2: Final Averages and Standard Deviations of RMS Values for Studied Algorithms
and Benchmarks.

U-GA’s behavior is further analyzed in figures 3, 4, and 5; where some
examples of the evolution of p and X along the algorithm execution are
shown. The plots were obtained computing the average RMS of the elements
in those matrices. The plots show how the RMS values stabilize themselves
along the run, showing the convergence of the population towards the optimal
solution.

5. Conclusion

This work introduced U-GA, a competent evolutionary algorithm based
on UKFs. The introduction made a brief discussion about hard-GA problems

12
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Convergence Analysis for Schwefel-1.2 Problem (q=50)
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Figure 4: Convergence of U-GA Example (Detail).
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Convergence Analysis for Stepint Problem (gq=50)

1.6
1.4
1.2 1
w L0 i
= !
o H u
gosd{ !
g : ..... b3
< :
< 064
0.4
0.2 4 \
0.0 A
T T T T T T
0 10 20 30 40 50
Generations
Figure 5: Convergence of U-GA Example.
one_max (q = 100) Execution time
81 — UGA | 5500 °
s BOA o
-—- GA 5000 |
. 1
S _ 4500 -
Ml T
244 |1 5 000 1 °
= 5 131 b [:)
1 2 3500 4
} = ’
2 1 3000 - T
1 p! o
':E_\ _________________________ 2500 - §
04 - <
0 20 20 60 80 ' ‘

H

3
<
o
%

o

Generations

Figure 6: Results for one-max problem.
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Figure 12: Results for Type-2 Deceptive Problem.
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and their relation to deception and linkage. Unscented Kalman filters were a
good starting point to create U-GA because it naturally integrates Kalman
filtering theory with Monte-Carlo methods, a combination that could be
easily extended to evolutionary algorithms.

U-GA was tested using different benchmark problems proposed in the lit-
erature and compared using other evolutionary algorithms (GA and BOA).
It was shown it could be outperform a regular GA at tackling hard problems
and it could attain better results than BOA for larger problems. It seems
BOA would require larger populations and generations to attain better re-
sults.

The difference in performance could be explained based on the idea some
EDAs (e.g. BOA) make strong assumptions about the distribution of data.
For example, Bayesian networks assume a Dirichlet distribution. On the
other hand, UKFs approach was devised to overcome these restriction, al-
lowing KF's to be applied to non-linear problems applying Monte-Carlo meth-
ods. Although, we were not able to find a completely agnostic method in
regards of probability distributions, U-GA represent and advancement in this
direction, which could be the subject of further research.

6. Future Work

We could further inquire on the performance of U-GA considering it is
fundamentally based on UKFs. It is known UKF's perform better than regu-
lar KF's for non-linear problems, but even UKFs would struggle to track very
fast moving objects (e.g. a fighter jet). Therefore it could be expected U-GA
to struggle when facing non-stationary problems. Also, other approaches
could be investigated. For example, extended KFs (EKFs) are more widely
used to deal with non-linear problems than UKFs. Also, comparison against
other type of algorithms and application to real-world problems are worth to
be explored in the future.

Finally, devising U-GA comes from the combination of two frameworks
that appear unrelated (i.e. evolutionary algorithms and KFs). It could be
interesting further combinations to create new algorithms. One of the ad-
vantages of this approach is the theoretical framework for the new algorithm
would be already created. For example, we could assume U-GA would be
competent-GA because UKFs are an already tested method. Besides, we
could take advantage of the already developed theory from the base frame-
works to justify the new method and explain its behaviour.
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