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Abstract—The 5th generation (5G) and beyond network offers
substantial promise as the ideal wireless technology to replace
the existing inflexible wired connections in traditional factories
of today. 5G network slicing allows for tailored allocation of
resources to different network services, each with unique Quality
of Service (QoS) requirements. This paper presents a novel
solution for slice-aware radio resource allocation based on a
convex optimisation and control framework for applications
in smart factory wireless networks. The proposed framework
dynamically allocates minimum power and sub-channels to
downlink mixed service type industrial users categorised into
three slices: Capacity Limited (CL), Ultra Reliable Low Latency
Communication (URLLC), and Time Sensitive (TS) slices. Given
that the base station (BS) has limited transmission power, we
enforce admission control by effectively relaxing the target
rate constraints for current connections in the CL slice. This
rate readjustment occurs whenever power consumption exceeds
manageable levels. Simulation results show that our approach
minimises power, allocates sub-channels to users, maintains slice
isolation, and delivers QoS-specific communications to users in
all the slices despite time-varying number of users and changing
network conditions.

Index Terms—Network slicing, OFDMA transmission, Radio
resource allocation, Smart factories

I. INTRODUCTION

Advanced technologies such as extended reality (XR),
robotics and automation, digital twins, and cyber-physical
systems, are pivotal in the development of smart factories,
and can significantly boost the efficiency of manufacturing
processes [1] [2]. One of such innovative technologies is
network slicing, a key feature of 5G wireless networks that
utilise network functions virtualization (NFV) and software-
defined networking (SDN) techniques to create logically iso-
lated virtual networks (or ’slices’) on top of the same physical
infrastructure [3]. Each slice functions as a distinct, dedicated
end-to-end network and can be customised to meet the specific
Quality-of-Service (QoS) requirements of different applica-
tions in terms of capacity, reliability, latency, and security.
For example, one slice could be optimised for industrial IoT
devices with low power and bandwidth needs, while another
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could support high-speed, low-latency applications like virtual
reality and autonomous guided vehicle (AGV) [4].

In an industrial setting, the complexity of managing shared
radio resources is heightened by factors such as mobility of
terminals, interference, varying propagation conditions, and
diverse traffic types. These elements introduce uncertainty that
must be carefully considered when allocating resources to the
different slices tailored for various smart factory applications.
Ensuring that each slice meets its specific QoS requirements
while maintaining strict isolation to prevent issues in one
slice from impacting others presents a significant challenge.
This is especially true given the demands for sub-millisecond
latency and high reliability in the dynamic and interference-
rich factory floor. Furthermore, with the constraints posed by
limited radio resources [5] and the potential for high device
density in smart factories [6], it is essential to deploy effective
admission control mechanisms. These mechanisms are vital
for managing network congestion and maintaining inter-slice
priorities, thereby adding an extra layer of complexity to
network resource management.

The problem of allocating radio resources remains a signif-
icant practical engineering challenge and thus a continuing re-
search topic in wireless communications [7]. The effectiveness
of a resource allocation algorithm in real-world applications
depends on its speed and accuracy in devising an allocation
scheme [6]. Different optimisation-based models have been
proposed to solve slice-aware resource allocation problems
for specific use cases. In [8], a stochastic optimization ap-
proach using the Lyapunov drift-plus-penalty method was
leveraged to minimize power while ensuring reliable and
isolated slice operations. Meanwhile, [9] explored methods
like Big-M formulation and successive convex approximation
to allocate power and resource blocks to support different
services. The limitations of both frameworks stem from the
complexity of their problem formulations, requiring advanced
computational techniques for effective implementation. More
recently, machine learning-based models have gained signif-
icant attention. For example, [10] and [11] propose deep
reinforcement learning frameworks to dynamically optimize
resource allocation for slicing-enabled mixed services. Their
approach significantly enhance the autonomous management
of resources in the diverse and complex traffic flows of 5G
services; however, they are limited by prolonged training and
convergence times stemming from the complexity and high-
dimensional nature of their learning algorithms.



In this paper, we propose a slice-aware downlink (DL)
resource allocation and admission control strategy based on
optimization and control framework for enabling network
slicing with effective isolation in a smart factory network
environment. The main contributions of this paper are as
follows;

• Dynamically allocate DL radio resources such as power
and subchannels to mixed traffic type users while pri-
oritizing their unique QoS requirements. We model this
problem by minimizing transmit power under rates con-
straints.

• Significantly reduce the complexity of the optimisation
problem formulation by translating all QoS constraints
to target rate constraints. This translation allows for a
efficient use of convex optimization algorithms, unlike in
[8], [9].

• Ensure slice isolation using a feedback control system for
users in the CL slice, close form target rate expressions
for users in the URLLC and TS slices, and pre-emption
admission control strategy.

The rest of the paper is structured as follows. Section II
describes the system model and problem formulation. Section
III details the strategy for resource allocation, guaranteed slice
isolation and admission control. Simulation results are shown
in Section IV. The paper concludes in Section V with summary
remarks and potential avenues for future research.

II. SYSTEM MODEL

Consider the DL of an Orthogonal Frequency-Division
Multiple Access (OFDMA) cellular network with a single base
station (BS) serving a set N of N users and having a set K of
K available subchannels. Each user belongs to a network slice
and has its own, individual rate, reliability, latency, and jitter
requirements. At time slot t, the total number of users in the
system is N(t) and the number of users in a slice s is Ns(t).
The maximum arrival rate for each user in slice s follows a
Poisson distribution. We assume that the packet lengths for
each user follow an exponential distribution. Thus, the packet
queues at the BS follow an M/M/1 queuing model.

We classify users into three slice types depending on their
specific application and the type of traffic they generate. Many
smart factory use cases can be accommodated in these slice
categories [12] [13]:

1) Capacity limited (CL) slices. In these slices, only the
total capacity of the slice matters, designated for best-
effort traffic where the network does not provide any
guarantee on the delivery, timing, or sequencing of pack-
ets. Smart factory applications such as file sharing, non-
critical monitoring data, and web browsing, are classed
in the CL slice. Multiple users of this traffic type can be
accommodated using available, non-committed resources,
as long as their combined data rate remains below the
specified slice capacity limit, Cs.

2) Ultra-reliable low-latency communication (URLLC)
slices. For applications such as augmented reality,

real-time control of robots and machinery, AGV, and
real-time surveillance/security systems with stringent
requirements on latency, jitter and reliability. This is
typically asynchronous traffic characterized by a target
outage delay given by Pr (Di > Dmax

i ) < 1 − γi and
short packet lengths, where γi and Dmax

i are the target
reliability and the maximum allowable delay respectively,
for a user i in a URLLC slice.

3) Time-sensitive (TS) slices. These slices cater to applica-
tions that demand immediate responses, such as machine
vision systems or predictive maintenance. They are de-
signed to handle periodically generated isochronous short
packets that must be served upon arrival at the queue,
with a target maximum bit error rate (BER). Typically,
these packets arrives at the queue at periodic intervals
that are multiples of the scheduling period Tsp, with a
fixed packet size L.

The network must allocate power and subchannels required for
network slicing in a manner that satisfies the QoS requirements
of all slice types while ensuring their complete isolation in a
dynamic network environment.

The DL transmission rate from the BS to user i in a
Gaussian channel is upper bounded by the Shannon formula

ri(t) = B

K∑
j=1

xij(t) log2

(
1 + βi

pij(t)hij(t)

xij(t)σ2

)
, (1)

where B is the subchannel bandwidth and hij(t) is the
Rayleigh fading channel gain of the transmission from BS
to user i on subchannel j at time slot t. σ2 is the noise
power. Note that the interference levels across subchannels
is captured in σ2. pij(t)/xij(t) is the DL transmission power
on subchannel j to user i at slot t. xij(t) is the subchannel
allocation indicator with xij(t) = 1 when subchannel j is
allocated to user i at time slot t, else xij(t) = 0. The
presence of xij(t) in the denominator of (1) guarantees the
joint concavity of ri with respect to xij(t) and pij(t) [15].
Finally, βi is a factor required to get a tight bound on the
uncoded BER for an M-QAM modulation associated to user i
[14]. Based on this model, the goal is to minimize the average
power while maintaining slice isolation, reliability, latency and
rates, a problem formally posed as

min
p,x

lim
t→∞

1

t

t∑
τ=1

N(τ)∑
i=1

K∑
j=1

pij(τ),

s.t. Pr (Di > Dmax
i ) < 1− γi, ∀i ∈ Ns, ∀s ∈ SD, ∀t,

lim
t→∞

1

t

t∑
τ=1

Ns(τ)∑
i=1

ri(τ) = Cs, ∀s ∈ SC ,

ri(t) = L/Tsp, ∀i ∈ Ns, ∀s ∈ ST
pij(t) ≥ 0, xij(t) ∈ {0, 1}, ∀i ∈ N , ∀j ∈ K, ∀t,
N∑
i=1

xij(t) ≤ 1, ∀j ∈ K, ∀t,

(2)



where SD, SC and ST are the set of URLLC, CL and TS
slices respectively. The objective function in (2) is the long-
term average power spent by the BS. The first constraint is
a reliability condition ensuring that delay is less than Dmax

i

with a reliability of at least 1 − γi, thereby constituting the
primary constraint for ensuring URLLC. The rate constraint
is addressed implicitly using (1) and explicitly in the second
and third constraints. And in the last constraint, we assume
that each subchannel is allocated to at most one user. Using
this formulation, the instantaneous transmitted power on the
j-th subchannel is pj(t) =

∑N
i=1 pij(t).

The problem in (2) is a stochastic mixed-integer linear
programming optimization problem, which is NP-hard [8].
Moreover, as the number of users in the system varies over
time, it is challenging to maintain slice isolation following a
sudden change in the number of users. Thus, to simplify the
problem, we convert the target outage delay constraint in (2) to
a target rate constraint ro,i. To that end, we find the probability
with which the delay of URLLC user i exceeds a threshold
Dmax

i , i.e., Pr (Di > Dmax
i ). Assuming an M/M/1 queue, it

can be proved that

Pr(Di > Dmax
i ) = e−(ri(t)−ai(t))D

max
i , ∀i ∈ Ns, ∀s ∈ SD,

where ai(t) = ζi(t)ξi(t) is the instantaneous arrival rate in bits
per second (bps) for user i which captures the instantaneous
packet size ζi and the instantaneous packet inter-arrival rate
ξi of URLLC user i at time slot t. It follows then that

e−(ri(t)−ai(t))D
max
i < 1− γi.

Finally, the rate constraint associated to a given outage delay
of user i at an instant of time can be written as

ro,i(t) = ai(t)−
ln(1− γi)

Dmax
i

. (3)

If we consider that the i-th user traffic has jitter constraints
Ji, we can use the expression of the standard deviation of the
exponential distribution assumed for D

std{D} = 1

ro,i(t)− as(t)
. (4)

Therefore, a joint delay and jitter bound for a URLLC user
yields the following required rate

ro,i(t) = ai(t) + max

(
J−1
i ,
− ln(1− γi)

Dmax
i

)
,

∀i ∈ Ns, ∀s ∈ SD, ∀t.
(5)

Also, knowing the packet size L and the scheduling period
Tsp, the transmission rate of a user i in a TS slice is given by

ro,i = L/Tsp, ∀i ∈ Ns, ∀s ∈ ST . (6)

By imposing a rate constraint at each time instant, the av-
erage power optimization can be decoupled into instantaneous

power optimization. And the target transmission rate for any
user i is given by ro,i. We then recast the problem in (2) as

min
p,x

N∑
i=1

K∑
j=1

pij ,

s.t. ri ≥ ro,i, ∀i ∈ N ,

pij ≥ 0, xij ∈ {0, 1}, ∀i ∈ N , ∀j ∈ K,
N∑
i=1

xij ≤ 1, ∀j ∈ K.

(7)

The minimisation of the instantaneous power in (7) will be
solved at every time slot or scheduling period. In this way, we
may allocate resources in a mixed-traffic scenario.

III. RADIO RESOURCE ALLOCATION

A. Power

Problem (7) is convex and feasible if we relax xij to take
values in the interval [0, 1], so we rewrite the problem as
minp,x L, where

L =

N∑
i=1

K∑
j=1

pij +

K∑
j=1

µj

(
N∑
i=1

xij − 1

)
+

N∑
i=1

λi (ro,i − ri)

=

N∑
i=1

 K∑
j=1

(pij + µjxij) + λi (ro,i − ri)

− K∑
j=1

µj

=

N∑
i=1

Li(x,p;λ,µ)−
K∑
j=1

µj ,

(8)
and λi and µj are dual variables associated with the rate and
subchannel allocation constraints, respectively. By deriving Li

with respect to pij we get the optimum power allocation for
the i-th user:

p∗ij = xij

[
λiB

ln 2
− σ2

hij

]+
. (9)

B. Subchannels

To obtain the optimum variables xij we plug (9) back into
Li(x,p;λ,µ)

Li(x,p
∗;λ,µ) =

=

K∑
j=1

xij

([
λiB

ln 2
− σ2

hij

]+
+ µj

)
+ λiro,i

− λiB

K∑
j=1

xij log2

(
1 +

[
λiB

ln 2
− σ2

hij

]+
hij

σ2

)

= λiro,i −
K∑
j=1

xij (µij(λi)− µj) ,

(10)



where we define the auxiliary variable

µij(λi) = λiB log2

(
1 +

[
λiB

ln 2
− σ2

hij

]+
hij

σ2

)

−
[
λiB

ln 2
− σ2

hij

]+
Therefore, equation (10) is minimized with respect to xij

if the following rule is adopted:

x∗
ij =

 1 if µij(λi) > µj ,
0 if µij(λi) < µj ,

[0, 1] if µij(λi) = µj .
(11)

Equation (11) is the solution to the relaxed problem. Note that
we get binary values for the first two cases. As per the third
case, we adopt xij = 1 as a possible solution, acknowledging
some gap to the optimum power sum.

Finally, we get Li(λ,µ) = λiro,i−
∑K

j=1 (µij(λi)− µj)
+,

and from (8) the dual function that must be maximized is

L(λ,µ) =
N∑
i=1

λiro,i −
K∑
j=1

[
N∑
i=1

(µij(λi)− µj)
+
+ µj

]
.

(12)
It can be proved (see appendix I) that µ∗

j = maxi µij(λi)
minimizes the right term in (12), and hence

L(λ) =
N∑
i=1

λiro,i −
K∑
j=1

max
i

µij(λi). (13)

Note that the first condition in (11) will never occur.
Additionally, the third condition states that any value for xij

is valid for the selected user in the j-th subchannel. Maximiz-
ing this expression requires a multi-dimensional search over
λ1, . . . , λN . Since (13) is concave (the dual function is the
point-wise infimum of a family of affine functions of λi) in
the maximization we can apply subgradient principles in the
ellipsoid method [15], which has the advantage of the fast
convergence and no tuning of a learning rate. The subgradient
of (13) reads

∂L(λ)
∂λi

= ro,i −
∑
j∈Ji

∂µij(λi)

∂λi
,

∂µij(λi)

∂λi
=

{
B log2

(
λiB
ln 2

hij

σ2

)
if λi >

σ2 ln 2
Bhij

,

0 else.

(14)

where Ji = {j ∈ K | i∗(j) = i} is the set of subchannels
allocated to user i according to (11). A method to obtain λ is
described in algorithm 1.

A proper initialization of algorithm 1 requires that the
solution for λ is included in the ellipsoid defined by D. If
we can upper bound the dual variable as λ∗

i ≤ λu
i , then a

reasonable initial value is D =
∑

i λ
u
i
2I. By recognising that

the dual problem is concave and non-linear, equating (14) to
zero is a necessary and sufficient condition to obtain λ∗

i

Algorithm 1 Subgradient Update of λ - Ellipsoid Algorithm
1: Input: λ, hij/σ

2, ro,i for i = 1, . . . , N
2: Output: λ,Ji for i = 1, . . . , N
3: n ← 0, (D(0),λ(0)) = initial ellipsoid, g(0) =

initial subgradient
4: while

√
gTDg > ϵ do

5: for j = 1 : K do
6: bestUser(j) = argmaxi µij(λ)
7: end for
8: for i = 1 : N do
9: Ji = listAllocatedRB(i, bestUser)

10: end for
11: g = gradient(λ,J1, . . . ,JN ) in (14)
12: g̃ = 1√

gTDg
g

13: λ← max(λ+ 1
N+1Dg, 0)

14: D = N2

N2−1

(
D − 2

N+1Dg̃g̃TD
)

15: n← n+ 1
16: end while

λ∗
i = 2

roi
B|Ji|

∏
j∈Ji

σ2

hij

 1
|Ji|

ln 2

B
(15)

Note however that we cannot obtain λ∗ in closed form since
it requires Ji, but we can upper bound it by applying the
inequality between the arithmetic and the geometric means,
extend the summation to all subchannels and take |Ji| = 1

λ∗
i ≤ 2

roi
B|Ji|

ln 2

B|Ji|
∑
j∈Ji

σ2

hij
≤ 2

roi
B

ln 2

B

K∑
j=1

σ2

hij
= λu

i (16)

This bound provides an initial D given a scenario of trans-
mission rates, number of subchannels and channel gains.

C. Guaranteed Slice Isolation
In (7), each user has a rate constraint associated with

some QoS. If all constraints are met, the resource allocation
framework isolates the service of one user from the rest. To
this end, we model (7) as a control system as shown in Fig.1.
The controller is designed to adjust the rate allocation among
users in a network slice so that the total transmission rate
adheres to a set limit. This approach guarantees slice isolation
for CL slices, ensuring that each CL slice operates within its
capacity limits without affecting others. The controller gener-
ates control signal ro such that ro = [ro,1 ro,2 . . . ro,Ns]

T

is the input parameter vector that controls the solution of the
optimisation problem. Where ro,i(t), is the target rate at time
slot t for a user i in a CL slice. Thus, we assume that an
external agent, based on a control system, recommends an
instantaneous value for ro,i according to the observed rate of
the delivered traffic.
The control system equation reads

ro,i(t) = ro,i(t− 1)− k

Ns(t)∑
i=1

ri(t− 1)− Cs

 . (17)
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Fig. 1. Optimisation control loop for the CL slice

At each time slot, the controller first calculates the deviation
of the actual sum rate from the desired capacity limit, given
by
∑Ns(t)

i=1 ri(t − 1) − Cs. This represents the error in the
total rate allocation at the current time, t−1 for the given CL
slice s. The controller then adjusts the target rate ro(t − 1)
based on this error scaled by k < 1/Ns(t), and the direction
of the adjustment depends on whether the actual rate is above
or below the capacity limit. This adjusted rate ro(t) becomes
the new target rate for the next optimization at time t, helping
to gradually steer the total rate of the CL slice towards Cs.

Equations (5) and (6) give close form expressions for the
target rates of URLLC and TS users respectively. At every
time slot, we solve (5) and (6) for these users which implicitly
guarantee slice isolation for URLLC and TS slices.

D. Admission Control Strategy - Rate Readjustments

The objective of our optimization problem is to minimize
power usage while maintaining the target rate requirements
for all users in each network slice. When transmission power
requirements exceed the BS available power due to high target
rates, it is necessary to readjust the target rates of users in the
CL slice to ensure that high-priority tasks in the URLLC and
TS slices continue without interruption.

Each user is associated with a Lagrange multiplier, λi during
optimization as seen algorithm 1. λ indicates how much the
overall power consumption will change if the rate constraints
are relaxed or tightened. We employ a rate readjustment
strategy [16] detailed in algorithm 2, to proportionally lower
the target rates across users in the CL slice using their
multipliers. The algorithm adopts the well known Newton-
Raphson method [17] to iteratively calculate the difference
between available and required power based on λ, efficiently
reducing rates step by step. The adjustments continue until
power consumption is just below the maximum allowable
limit, managed by a tolerance value .

The proportional rate reduction ∆ro,i for each CL slice user
i is given by

∆ro,i = (popt − 1)

(
λi∑N
i=1 λi

)
, ∀i ∈ Ns, ∀s ∈ SC (18)

where popt = prequired/pavailable. The rate update formula is thus
given by

ro,i = max(ro,i −∆ro,i, 0), ∀i ∈ Ns, ∀s ∈ SC (19)

By updating the rates with (19), users in CL slice contributing
more to the power excess (higher λi) will experience a larger
target rate reduction. Thereby efficiently reducing the total

power by targeting the reductions more strategically based on
users contributions to the power overshoot.

Algorithm 2 Rate Readjustment Algorithm
1: Input: ro,i ∀i ∈ Ns,∀s ∈ SC , and pavailable
2: Output: ro,i ∀i ∈ Ns,∀s ∈ SC , and pij
3: Solve optimization problem (7) and obtain:

pij , and λi ∀i ∈ Ns, ∀s ∈ SC
4: Evaluate prequired =

∑
pij , and popt =

prequired

pavailable

5: while popt > 1 + ϵ do
6: ∆ro,i = (popt − 1)

(
λi∑N
i=1 λi

)
7: ro,i = max(ro,i −∆ro,i, 0)
8: Solve optimization problem (7) and obtain:

pij , and λi ∀i ∈ Ns, ∀s ∈ SC
9: Evaluate prequired =

∑
pij , and popt =

prequired

pavailable

10: end while

IV. SIMULATION RESULTS AND ANALYSIS

A. Scenario Description

For our simulation, we consider an indoor smart factory
environment, characterised by densely packed reflecting ele-
ments of diverse shapes and sizes, and different user terminals
each with varying QoS requirements that generate different
traffic patterns. We consider a 5G BS deployed in this environ-
ment with a coverage area radius of 100 m having three slices,
one each of CL, URLLC and TS slices. We use the 3GPP [18]
non-line-of-sight (NLOS) path loss model for indoor factory
(InF) dense clutter, low BS (InF-DL) scenario given in (20) in
combination with Rayleigh fading, to obtain the channel gain
in the links between the users and the BS

PLInF-DL = 18.6 + 35.7 log10 d3D + 20 log10 fc,

PLNLOS = max(PLInF-DL, PLLOS, PLInF-SL),

σSF = 7.2

(20)

where PLLOS and PLInF-SL are respectively the path loss
models for InF line-of-sight and NLOS sparse clutter, low
BS, in dB. fc is the centre frequency in GHz, σSF is the
shadow fading (SF) standard deviation in dB. The SF is
randomly sampled from a lognormal distribution with zero
mean. d3D represents the three-dimensional distance in meters
(m) between the transmitter and the receiver and lies in the
range 1 ≤ d3D ≤ 100 m. Table I shows the link parameters
assumed for our simulation. Also, the QoS specifications per
slice, and the number of active users in each slice is shown in
Table II. We assume that all users in the URLLC and TS slices
have the same QoS specifications. At time slots 33 and 66, we
simulate a sudden decrease and increase, respectively, in the
number of users in the CL slice. We assume one scheduling
period of 10 ms equals one time slot. The total simulation run
time is 100 time slots.

B. Slice Isolation and QoS Assessments

To evaluate the achievement of effective slice isolation, we
show the mean user rates across the three slices in Fig.2(a).



TABLE I
SIMULATION PARAMETERS

Parameters Values
Carrier frequency, fc 3.7 GHz
Antenna gains Gt = Gu = 0 dBi
Transmit power in DL 23 dBm
Noise spectral density -174 dBm/Hz
Total bandwidth, Bw 25 MHz
Subchannel bandwidth, B 180 kHz
Numerology 0 15 kHz SCS
Number of subchannels 133
Cell radius 100 m

TABLE II
PER SLICE QOS SPECIFICATIONS AND NUMBER OF ACTIVE USERS

Slice Requirements Target
Rates No. of Active Users at Time Slot t

t < 33 33 ≤ t ≤ 66 t > 66

CL Cs = 27Mbps 27 Mbps 5 2 7
URLLC Js = 1ms

γs = 99.9%
as = 2Mbps
Dmax

s = 10ms

2 Mbps 2 2 2

TS L = 5 kB
Tsp = 10ms

1.64 Mbps 1 1 1

From this figure, we can observe that the mean rate of users
in the CL slice experiences abrupt increases and decreases
in response to the sudden changes in the number of users,
decreasing and increasing respectively, at those specific times.
However, the mean rate for the users in the URLLC and
TS slices remains consistent, indicating complete isolation
between the slices.

Given that all QoS constraints where translated into rate
constraints, meeting the target rates for each slice equates to
fulfilling their respective QoS requirements. Fig.2(b) shows the
sum rates of users in each slice. This figure clearly indicates
that all the target rates per slice, as outlined in Table II, have
been met, thereby demonstrating the achievement of the delay,
jitter, reliability and bitrate constraints for all users. An initial
transient for the sum rate in the CL slice is observed as a
result of the transient behaviour in the control loop in (17).

(a) Mean rate of users per slice (b) Sum rate of users per slice

Fig. 2. Achievement of (a) slice isolation and (b) target QoS for the three
slices considered

C. Admission Control

To evaluate the effectiveness of our admission control strat-
egy, we simulate periods of network congestion by increasing

both the number of users and their target rates in the slices,
as detailed in Table III.

TABLE III
PER SLICE TARGET RATES AND NUMBER OF ACTIVE USERS DURING

NETWORK CONGESTION

Slice New Target
Rates No. of Active Users at Time Slot t

t < 33 33 ≤ t ≤ 66 t > 66

CL 270 Mbps 10 7 12
URLLC 20 Mbps 4 4 4

TS 1.64 Mbps 2 2 2

Fig.3(a) shows the total BS power without admission con-
trol. We can observe that the power required to satisfy the
QoS for all users across the three slices exceeds the available
23 dBm even when the number of users in the CL slice
decreased at 33 ≤ t ≤ 66. This insufficiency indicates that the
requirements of all active users will not be met, which can
disrupt critical transmissions. To prevent this, we implement
admission control to limit the required power to 23 dBm by
selectively reducing the rates of users in the CL slice with less
stringent requirements. The effects of this strategy are depicted
in Fig.3(b) and Fig.4.

The total BS power when admission control is active is
shown in Fig.3(b). The power requirement remains within
the available limit of 23 dBm, confirming the success of
our strategy. The quick drop in the total power observed at
t = 33 corresponds to the sudden decrease in the number of
users at that time slot. Additionally, Fig.4(a) illustrates the
rate adjustments in the CL slice during admission control.
Specifically, at t < 33 when the required power initially
exceeds 23 dBm, the sum rate of the CL slice is reduced
from the target of 270 Mbps to approximately 259 Mbps. At
33 ≤ t ≤ 66, as the number of users in the CL slice decreases
from 10 to 7, the sum rate is readjusted to around 267 Mbps.
Furthermore, when the number of users increased from 7 to
12 at t > 66, the sum rate reduced again to 251 Mbps.

During these rate readjustments, we can see from Fig.4(a)
that the sum rates for both the URLLC and TS slices remains
unaffected, indicating that their strict QoS requirements are
preserved even in periods of network congestion. Correspond-
ingly, the mean rates for users in the URLLC and TS slices
continue unchanged during admission control as depicted
in Fig.4(b). These consistent rates further affirm that our
framework guarantees complete slice isolation.

V. CONCLUSION AND FUTURE WORK

In this paper, we studied a network slice-aware power
optimization and subchannel allocation problem in smart fac-
tory wireless networks, accommodating varying number of
users over time. We considered three types of slices: TS
slices handling time-sensitive traffic, URLLC slices with strict
latency, jitter, and reliability requirements, and CL slices with
capacity demands. We proposed a novel approach for guaran-
teeing slice isolation and significantly reducing the complexity



(a) (b)

Fig. 3. BS transmit power (a) without and (b) with admission control

(a) (b)

Fig. 4. Sum rates (a) and mean rates (b) of users per slice during admission
control

of the problem formulation which is often encountered in
optimisation-based resource allocation techniques. We have
shown that our framework minimises power while satisfying
the QoS requirments of users in the three slices. And in
the event of unaffordable power consumption at the BS, we
demonstrate effective admission control to preserve critical
connections. Simulation results validate that our approach
meets the QoS demands of all slices and maintains slice
isolation under changing network conditions.

This research lays the groundwork for developing a dy-
namic, efficient, and autonomous slice-aware radio resource
management system for smart factories. Future work will delve
into the slicing resource allocation challenges posed by mobile
terminals like AGV and evaluate performance using realistic
industrial scenarios with actual factory channel traces and its
application to uplink communications.

VI. APPENDIX I

Take a sequence µ1 ≤ µ2 ≤ · · · ≤ µN of real values, and
define F (µ) a function to be minimized with respect to µ

F (µ) =

N∑
i=1

(µi − µ)
+
+ µ =

N∑
i=i∗

(µi − µ) + µ

=

N∑
i=i∗

µi − (N − i∗ + 1)µ+ µ =

N∑
i=i∗

µi − (N − i∗)µ

(21)
where i∗ is such that µi∗−1 ≤ µ < µi∗ . If µ > µN , then
F (µ) = µ > µN . If i∗ = N , then F (µ) = µN . If i∗ = N −1,
then F (µ) = µN−1+µN −µ, with µ ∈ [µN−2, µN−1], that is
µ = αµN−2 + (1− α)µN−1 with α ∈ [0, 1]. Hence, F (µ) =
µN + α(µN−1 − µN−2) > µN . The same conclusion can be

derived for i∗ = N − 2, N − 3, . . .. Therefore, the minimum
value for F (µ) is obtained at µ∗ = µN .
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