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Outline
Trusted AI in the context of AI4Gov Project 

• The AI4Gov Project
• Main pillars
• Data and AI
• Challenges of AI
• Bias in AI cycle
• Ethical aspects of AI
• Trusted AI: The AI4Gov Project
• Integrated solutions
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AI4Gov: Trusted AI for Transparent Public 
Governance fostering Democratic Values

• Grant Agreement ID: 101094905
• Funded by the Horizon Europe
• Call: HORIZON-CL2-2022-DEMOCRACY-01 

• Start – End dates: January 1, 2023 –December 31, 2025 (36 months)

Consortium
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The main pillars

Safeguard and foster the fundamental elements of human rights and 
democratic values by the utilization of AI and Big Data.

Build upon applicable laws, protocols, and regulations (i.e., GDPR, AI 
ACT), and in-line with ethical recommendations for AI, e.g., the 
recommendations of the HLEG

List, explore and remove bias in AI and Big Data by design

Provide enhanced policies that are easy-to-use, transparent, trustworthy, 
discrimination-free and unbiased.

Raise the awareness and trust of stakeholders on AI by reassuring them 
that is leveraged responsibly and ethically.
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AI and bias (bias in algorithms, bias in data)

Data makes the world go 
around… 

AI

…BUT



Webinar, October 1st 6
Funded by the European Union. Views and opinions expressed are however 
those of the author(s) only and do not necessarily reflect those of the European 
Union or the European Research Executive Agency (REA). Neither the 
European Union nor the granting authority can be held responsible for them.

Challenges & Problems
From the use of AI

The use of AI in 
decision-making 
requires transparency, 
trustworthiness and 
fainess to avoid bias, 
inequality and 
discrimination.
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Bias in Data and AI lifecycle
Different types of bias

Data 
collection

Data 
processing

Model 
development

Model 
deployment

Evaluation & 
Validation

Application in 
context

Feedback 
loops

Bias?

Bias?

Bias?

Bias?

Bias in 
operations

Bias in data 
preparation

Bias in 
algorithmsBias in data
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Ethical aspects of AI
And how to mitigate them

Develop regulatory frameworks 
that will protect citizens' rights 

and ensure transparency.

Regulatory Frameworks
Need for strict measures to 
protect individuals' personal 
data

Personal Data Protection

Fostering integration between 
AI and human for optimal 

results.

Human in the loop
Provide transparent, 
explainable and unbiased 
AI-based solutions in the 
decision-making.

Transparency in Algorithms

01 02

0304

TRUSTED AND 
TRANSPARENT

AI
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The AI4Gov Project 
And the introduction of Trusted AI in the decision-making

Research on the effectiveness of monitoring and control protocols of 
existing legislation and non-regulatory frameworks related to AI (e.g. 
ALTAI, EU AI ACT)

Research on AI and the rule of 
law

AI4Gov seeks to introduce a set of tools and solutions covering the 
issue of bias in IT (Bias Detector Toolkit, Holistic Regulatory Framework 
(HRF) and Virtual Unbiased Framework (VUF))

Fair & Trusted AI towards 
Addressing Bias

Improving reliability, fairness and explanations by allowing people to 
reflect on the results of AI-based models (eXplainable AI (XAI) & 
Situation-Aware Explainability (SAX))

Reliable, transparent and 
interpretable AI-based solutions

Methods and techniques for detecting and mitigating bias (VUF, Bias 
Detector). Building an XAI Library to provide improved explainability.

Identifying and Modeling Bias 
and Discrimination

Developing hybrid citizen-centered education approaches and using AI 
techniques to facilitate interaction between citizens and organizations

AI-based solutions to enhance 
citizen representation and 

participation

Solut
ions

Holistic 
Regulatory 
Framework

Policy-Oriented 
Visualization 
Workbench

eXplainable AI 
Library

(SAX4BPM)

Data 
Governance 
Framework

Bias 
Detection & 
Mitigation
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AI4Gov Architecture
Integrated platform
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Policymaker uploads 
datasets into the 

Data lake

Dataset and data are 
checked for Bias 

and initially 
processed

Analyzed by the 
AI/ML models to 

provide Explainable 
results by 

incorporating XAI

Integrate the results 
also with the Policy 
Recommendation 

Toolkit and with 
already set up 

policies and KPIs by 
the policymaker 

Provide 
interpretation and 

explainability on the 
final results and their 
impact on the policy 

(SAX & XAI)

Visualize final results 
and policies

(Visualization 
Workbench)

Data, models and policies governed through the BlockchainPolicym
aker

Policym
akerCitizen

Integrated Utilization
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Citizens’ Benefits 
from AI4Gov in 
Public services

Transparency 

Increased trust and engagement 

Access and inclusive participation

Training and Professional Development of 
public servants 

Service and Process Improvement in public 
institutions 

Enhanced Accessibility and Inclusivity
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AI and bias (bias in algorithms, bias in data)

If not now, then when?
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Let’s catch up!!!
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THANK YOU FOR YOUR ATTENTION!


