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Loan Eligibility Prediction Using Machine Learning 
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Abstract: Technology has made many improvements, and the 

banking industry is no exception. Submission of loan applications 

by people are so many everyday, making it more difficult for bank 

to approve loan. To choose an applicant for loan approval, Banks 

must consider other bank policies also. Based on a few factors, the 

bank must choose the proposal that has the best probability of 

getting granted. It would be time-consuming and unsafe to 

individually check each applicant before recommending them for 

loan approval. Based on the prior performance of the person to 

whom the loan amount was previously accredited, we utilize a 

machine learning technique in this study to forecast the person 

who is trustworthy for a loan. This will check the whether the 

applicant is eligible for the loan or not based upon the any previous 

loan or running loans whether the applicant is paying back the 

loan within the deadline or not and it will check many other factors 

to shortlist the applicant is genuinely eligible for loan or not 

Keywords: Machine Learning, Loan Approval, Random Forest, 

Dataset. 

I. INTRODUCTION

In this Modern world loans are one of the important aspects

that required for everyone. Banks will get the maximum 

amount of Profit through loans in the form of interest. There 

exist many loans like business loan for business purpose and 

personal loan for their own purpose. The loans 

[1,2][9][10][11][12][13][14] are classified into two factors 

based upon the purpose they used for one is secured loan and 

other is non secured loan. The bank employees manage large 

number of loan applications. To check each and every 

application manually is difficult and raises the possibilities of 

mistakes. The majority of the banks makes money through 

the loan. Here banks have to know the people who can pay 

the bank in return in time. For this they have their some 

perspectives [1] which have to be satisfied. It is difficult to 

choose the deserving customer from the number of 

applications. Suppose if they sanction the loan to the 

undeserving customers due to error made by bank employee 

due to workload. Then bank should suffer the severe loss due 

to one error because the undeserving customer will not repay 

the loan. The main aim to this project is to reduce that error 

instead of checking each and every application manually here 

we predicting [8] with the model which will developed using. 
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Machine Learning with Python to ease their work and 

everything is automated this will check the all the loan 

applications and shortlist applicants whose are eligible for the 

loan based upon the eligibility criteria The rest of the 

applications will be rejected. It is an impartial system that 

saves the bank time by prioritizing the consideration of each 

application. The timely completion of all other client 

formalities by the bank authorities benefits the customers. 

This will save the lot of time for both bank employees and the 

applicants. With the help of this mechanism, the applications 

will consider in the form of Priority Basis [8]. 

II. LITERATURE SURVEY

An assertion regarding what one anticipates will happen in 

the future is known as a prediction. Every day, many 

predictions [8] are made. While some are very serious and 

based on mathematics, others are only guesses. Predicting 

what will happen in the future, whether it be in a few months, 

a year, or ten years, can help us in a number of ways. A subset 

of advanced analytics known as predictive analytics [5] uses 

a number of techniques from data mining, statistics, 

modelling, machine learning, and artificial intelligence to 

assess current data and produce forecasts [1,2]. In their 2016 

study, Kumar Arun  [1] explored several ways to predict how 

a bank will grant a loan. They provided a model that makes 

use of machine learning tools like neural networks and SVM. 

Their evaluation of the literature helped us conduct our 

research and create a trust worthy bank loan prediction model. 

III. PROPOSED MODEL

The Process of predicting the loan application [8] is shown 

in Fig:1. Each and every phase has different    step shown in fig. 

Fig. 1: An Overview of Proposed Methodology 
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Based upon the Fig:1 whenever the any loan application is 

received it will gather all the data from the applicant then it 

will check whether the applicant is holding any pending loan 

or not after that it will filter the data according to requirement 

[2]. Then it will check the for what purpose the applicant is 

applied for the loan then it will validate    all the data of the 

applicant if he meets all the requirements for the loan. Then 

the loan application will be shortlisted otherwise the loan 

application will be rejected. 

IV. DATASET AND DATA PROCESSING 

DESCRIPTION 

A. Dataset 

From this loan prediction system, we are using two different 

data sets from Kaggle [1,2]. 

i. First Dataset: 

This data set consists of 13 attributes such as gender, loan 

id, depends etc. First data set attributes are used to validate the 

business loans [1,2]. 

 

Fig. 2: Business Loan Dataset Attribute Names and   Information 

ii. Second Dataset: 

The second dataset consists of the 12 attributes such as 

Income, Age, Experience, Profession etc. The second data set 

attributes are used to validate the personal loans [1,2]. 

 

Fig. 3: Personal Loan Dataset Attribute Names and   

Information 

B. Data Preprocessing 

Data preprocessing include concatenating  train  and test sets 

of data and eliminating any unnecessary columns. using isnull 

() to find the missing values [1,2]. We will infer the missing 

values after recognizing them. We will now apply mean to 

null values. Then the iterative imputer will be used to fill in 

the missing numbers for Loan_Amount and Loan Amount 

Term and other missing parameter. Now we proceed to map 

the categorical variables with the integers after imputed all 

missing values. As the model does not accept any string 

values, we map the values in order to enter the train into the 

model[3]. 

 

Fig. 4: Data Pre-Processing 

V. TECHNOLOGY USED 

The technology used to develop this project is Machine 

Learning [3]. 

A. Machine Learning 

Machine Learning [3] is part of the artificial intelligence 

and computer sciences which focuses about using data and 

algorithms to model the way that humans learn and increase 

the accuracy of the system. Machine learning has been divided 

into different categories based upon the problems. 

i. Supervised Learning: 

In the face of uncertainty, supervised machine learning [3] 

creates a model by employing predictions based on evidence. 

A model can be trained to generate precise predictions about 

how it will respond to new data using a known set of input 

data and known outputs (responses to the data). Use 

supervised learning when attempting to estimate a result for 

which there are already known data. By employing methods 

for classification and regression, supervised learning creates 

machine learning models. 

ii. Unsupervised Learning 

It locates latent patterns or underlying structures in 

unsupervised learning [4][15][16] data. It's employed to 

remove datasets with input data but no labelled output. 

Clustering is a well-liked unsupervised learning technique. It 

is used for exploratory data analysis to find hidden patterns 

and clusters in the data. A few applications for cluster 

analysis include product identification, market analysis, and  

sequence  analysis. 

iii. Algorithms Used for Prediction: 

i. Random Forest: 

The Random Forest [6] method improves the adaptability 

and decision-making capacity of individual trees. Another 

machine learning technique that incorporates the learning 

results from various decision trees relies on the ensemble 

learning theorem. In some use cases of loan and credit risk 

prediction, some components, or more specifically, those 

features where removal would improve overall performance, 

are more important than others. 
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Given that we are familiar with the principles underlying 

decision trees and how they choose features based on 

information acquisition, random forests would take 

advantage of these advantages to offer better performance. 

ii. Logistic Regression Algorithm: 

This strategy is used to forecast if the bank will issue the 

clients a loan. The model is constructed using classification, 

followed by Logistic Regression [7]. The use of the sigmoid 

characteristic is for model growth. The main area where the 

model spends the most time is pre-processing, which is 

followed by the analysis of exploratory data, or Function 

Engineering, and model selection. Two different datasets 

should be fed into the model before it is applied, followed by 

Logistic Regression. 

iii. Correlation Coefficient Method: 

You can determine the link between two quantities with the 

aid of the correlation coefficient [1]. It provides you with a 

measurement of how strongly two variables are associated. 

The Pearson's Correlation Coefficient's value can range from 

-1 to +1. 1 denotes a strong link between them, while 0 

denotes no association. 

 

Fig. 5: Correlation 

VI. RESULTS 

In this Module we validated the application by using the 

parameters. Below Fig:6 is the home screen of application it 

will have two type of loan options like business loan and 

personal loan based upon application requirement bank 

employee will select the loan type. 

 

Fig. 6: Home Screen 

If the bank employee selects the business loan means the 

window will open like Fig:7 where the employee will enter 

the applicant parameters and check whether the applicant is 

eligible of the loan or not. 

 

Fig. 7: Business Loan Screen 

If the bank employee selects the personal loan in the home 

screen means the window open like Fig:8 then the employee 

enters the parameters of the applicant and check whether the 

applicant eligible   for the personal or not. 

 

    Fig. 8: Personal Loan Screen 

VII. CONCLUSION AND FUTURE SCOPE 

From this project we will conclude that this loan prediction 

system has been developed using the machine learning 

algorithms like Random Forest which has accuracy 84 and 

logistic regression which has accuracy 74 but the random 

forest will have more accuracy compared to other. Now a 

days the technology has been changing rapidly by adopting 

this type technology to the banking system will save the lot 

of time to both bank employees and customers it will also 

improve the quality of the work and reduce the human errors 

and improves the accuracy of the loan prediction. This Project 

will be very useful to the Banking systems. To develop more 

accuracy using machine learning algorithms, the work can  

extend and improved for the automation of loan eligibility 

prediction by using advanced techniques. 
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