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ABSTRACT
With the massive data collection from different devices, spanning
frommobile devices to all sorts of IoT devices, protecting the privacy
of users is a fundamental concern. In order to prevent unwanted
disclosures, several Privacy-Preserving Mechanisms (PPMs) have
been proposed. Nevertheless, due to the lack of a standardized
and universal privacy definition, configuring and evaluating PPMs
is quite challenging, requiring knowledge that the average user
does not have. In this paper, we propose a privacy toolkit - Privkit
- to systematize this process and facilitate automated configura-
tion of PPMs. Privkit enables the assessment of privacy-preserving
mechanisms with different configurations, while allowing the quan-
tification of the achieved privacy and utility level of various types
of data. Privkit is open source and can be extended with new data
types, corresponding PPMs, as well as privacy and utility assess-
ment metrics and privacy attacks over such data. This toolkit is
available through a Python Package with several state-of-the-art
PPMs already implemented, and also accessible through a Web
application. Privkit constitutes a unified toolkit that makes the
dissemination of new privacy-preserving methods easier and also
facilitates reproducibility of research results, through a repository
of Jupyter Notebooks that enable reproduction of research results.
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1 INTRODUCTION
Privacy has been recognized as a fundamental human right since
1948 [31]. Nevertheless, the paced evolution of technology and the
pervasiveness of continuous data collection have been raising seri-
ous privacy concerns that are often unconsidered. When sharing
data, users expose sensitive information that may not always be
used only for the initial purpose of the services. Moreover, peo-
ple are not always aware of the potential privacy risks of sharing
data and/or disregard them in detriment of benefiting from cer-
tain services [1]. In order to prevent unwanted disclosures, several
Privacy-Preserving Mechanisms (PPMs) have been proposed [7] to
protect privacy during the collection, flow, and storage of data.

However, selecting and configuring the proper PPM, as well as
achieving the best trade-off between privacy and utility is quite
challenging. Despite the efforts to clarify the privacy concept, defin-
ing privacy remains as a challenge due to the broadness of contexts
to which privacy applies to. While this process of properly selecting
and configuring a PPM is not trivial, it is crucial, since misconfigu-
rations can lead to a noneffective privacy/utility level [17].

Derivative from the lack of a standardized definition of privacy is
the difficulty of quantifying and assessing PPMs [18]. In an attempt
to systematize this process, some frameworks have been proposed
to provide a logical structure of the main components and concepts
of privacy (e.g. in the context of location privacy [27, 28]). The steps
for evaluating a privacy-preserving mechanism can be denoted
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through a privacy pipeline, where the simplest pipeline can consist
of the raw data, followed by a defense mechanism, and the resulting
private data. From this, the achieved level of privacy and utility can
be quantified. The analysis can then be complemented by applying
an attack and computing relevant metrics to assess the privacy-
utility trade-off. However, existing metrics are often specific to
a data type application and, thus, measuring and comparing the
privacy/utility level achieved by mechanisms is still challenging.

In this paper, we propose a privacy toolkit - Privkit1 - to address
the identified challenges by systematizing the process of quantify-
ing the privacy level for various data types. From the analysis of
existing frameworks/tools that allow to test and configure PPMs
(e.g. ARX [22] and Accio [23]), we concluded that the majority is
focused on a specific data type and, consequently, on specific PPMs.
The objective of this work is not only systematizing the process of
quantifying privacy, but also creating a privacy toolkit that is open
source, extendable, and that supports heterogeneous data types,
as well as appropriate PPMs, attacks, and metrics. This toolkit is
available through a Python Package with several state-of-the-art
mechanisms already implemented, and also accessible through a
Web application. Privkit constitutes a unified toolkit that makes the
dissemination of new algorithms easier. Furthermore, this toolkit is
a contribution towards mitigating the limited availability of mecha-
nisms’ source code, which will also facilitate the reproducibility of
results by providing a repository where the research community
can detail the performed experiments.

The remainder of this paper is structured as follows. Section 2
provides an overview of background concepts and related work by
presenting existing frameworks and tools. Section 3 presents the
proposed toolkit - Privkit. Section 4 details the Privkit in practice
through use cases and Section 5 draws the main conclusions.

2 BACKGROUND AND RELATEDWORK
The large amounts of data that are continuously collected have
resulted in serious risks to privacy. In order to address these risks,
several Privacy-PreservingMechanisms (PPMs) have been proposed
with the aim of preventing unwanted disclosures. Nonetheless, the
selection of PPMs should take into account the data types under
consideration, their sensitivity, and the application in which they
are being used, as different applications will require different PPMs.

Privacy-preserving mechanisms can be divided into different
categories depending on the type of use (online/offline), but also on
their approach (e.g. anonymization or obfuscation). Furthermore,
the selection of a PPM should be performed in accordance to the
data type, as detailed in the privacy taxonomy of [7]. This selection
is, however, quite challenging, as is its configuration, due to the
diversity of approaches and requiring parameters. To evaluate the
chosen mechanism and in order to guarantee an adequate privacy-
utility trade-off, it is important to rely on proper privacy and utility
metrics, such as the correctness and quality loss, respectively [18].

Due to the lack of a standardized privacy definition, quantifying
and measuring privacy is not been trivial. In particular, the fact
that current landscape of privacy-preserving mechanisms require
configuring parameters that can either be hard to define (e.g. the
meaning of epsilon in differential privacy [14]), or recalculated for

1https://privkit.fc.up.pt/

each environment (e.g. k parameter in k-anonymity [24]) imposes
a difficulty during the configuration step. This is especially critical,
since a misconfiguration can lead to a noneffective privacy/utility
[17]. To facilitate the test of different configurations and systematize
the evaluation of PPMs and/or comparison among mechanisms,
some frameworks/tools have been proposed [7], as detailed next.

Selecting a PPM that is appropriate to a data type and data appli-
cation is a fundamental aspect. In this sense, the existing tools tend
to be focused on only one type/format of data and, consequently, on
specific PPMs for that type of data, which presents a limitation. In
the context of structured data, several tools have been developed, ei-
ther focused on tabular data (i.e. data stored in tables), such as ARX
[22] or Anonimatron2, or microdata, such as 𝜇-ARGUS, 𝜏-ARGUS,
and sdcMicro from Statistical Disclosure Control Tools3. Beyond tabu-
lar data, the Amnesia4 tool also handles set-valued data. In addition,
the demand for location privacy has led to the development of
tools focused on mobility data, such as: Location Privacy Meter [26],
GEPETO [10], and Accio [23]. Concerning visual data, there is an
extensive literature on PPMs for 2-dimensional data types [15], but
little to none tools for privacy of point cloud data, an emerging
data type for storage of 3-dimensional data. However, widely used
libraries like Open3D [36], Trimesh5, and PyVista [30] support 3D
data processing. With respect to the implemented PPMs, as a con-
sequence of the supported data types, in general, tools that are
focused on structured data implement anonymization mechanisms,
whereas location privacy tools focus on obfuscation mechanisms.
Concerning the achieved trade-off between privacy and utility, most
frameworks/tools provide metrics for privacy evaluation, but some
lack the utility assessment [7]. This is a crucial drawback as the
selection of a mechanism should weigh this trade-off.

Building on the limitations identified in the existing frameworks/-
tools, we propose a novel privacy toolkit that is suitable for different
data types, privacy-preserving mechanisms, metrics, and attacks.
This toolkit is easily accessible through a Python Package and al-
lows the evaluation of both privacy and utility. Moreover, the fact
that Privkit is open source and extendable makes it an incentive
to the dissemination of algorithms from the research community,
and also contributes to the possibility of reproducing results. The
design of Privkit is detailed in the next section.

3 PRIVKIT DESIGN AND ARCHITECTURE
Privkit is a novel privacy toolkit that arises from the need of quan-
tifying and measuring privacy in a systematized manner. In addi-
tion, the lack of a tool that standardizes the assessment of Privacy-
Preserving Mechanisms (PPMs) for heterogeneous data types also
motivated the development of an open source toolkit. In light of
this, Privkit follows a modular programming approach, where the
typical steps of a privacy pipeline are designed as modules. For
illustration purposes, Figure 1 presents an example of a privacy
pipeline with the following components: data processing, PPM,
attack, and privacy/utility evaluation. In this way, by structuring
these main components, Privkit standardizes the privacy pipeline

2https://github.com/realrolfje/anonimatron/
3https://github.com/sdcTools/
4https://amnesia.openaire.eu/
5https://trimesh.org/
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to test, configure, and evaluate mechanisms, while facilitating the
implementation of new data types, PPMs, attacks, and metrics.
Raw 
data

Privacy-Preserving 
Mechanism

Private 
data

Attack Expected 
data

Privacy

Utility

Data 
Processing

Data

Figure 1: An example of a privacy pipeline with the applica-
tion of a privacy-preserving mechanism, an attack, and the
evaluation of the privacy and utility level of data.

Figure 2 presents an overview of the architecture, where each
module is presented with the respective abstract class (Adapter)
that can be used to extend the toolkit with the implementation of
new features. These Adapters define the structure of the source
code in accordance to the corresponding module, as well as the
methods to be implemented. This emphasizes the modularity of the
toolkit, while fostering the code readability, maintainability, and
scalability. The current version of Privkit has implemented methods
for processing two data types, and a set of 11 PPMs, 6 attacks, and
9 metrics (see some selected examples in Figure 2). Apart from that,
the toolkit also provides a module to access datasets and a module
with utility methods. The four main components and available
implementations are detailed next.

• Data Adapter: defines the structure to handle a data type
by providing methods to load, process and save data. Loca-
tion data and facial data are the current available data types
handled by the toolkit.

• PPM Adapter: defines the structure of a privacy-preserving
mechanismwith an executor method to be implemented. The
current version of Privkit provides the following PPMs in the
context of location data: Geo-indistinguishability (Geo-Ind)
[4], Adaptive Geo-Ind [2], Clustering Geo-Ind [6], VA-GI [16],
and Privacy-Aware Remapping [9]. Within facial data, the
supported PPMs are CentroidVoxel, UniformNoise, Tapering,
SmoothKNN, Merge2Faces, and Point-Mesh-Point (PMP) [3].

• AttackAdapter: defines the structure of an adversary attack
with an executor method to be implemented. The current
version of the Privkit provides the following attacks in the
context of location data: Map-Matching [12, 19], two Optimal
Attacks [29], Profile-Estimation Based Attack (PEBA) [20],
and Top-N Attack [33]. Within facial data, a 2D face recog-
nition model is employed, offering the flexibility to choose
from a variety of models within the Deepface face recogni-
tion framework [25]. Both biometric modes, verification and
identification are available for testing the PPMs.

• Metric Adapter: defines the structure of a metric with an
executor method to be implemented. The current version of
the Privkit holds several metrics to measure the achieved
privacy and utility levels, such as: adversary error, quality
loss, and F1 Score. Within facial data, the supported privacy
and utility metrics include the Cumulative Matching Charac-
teristic (CMC) curve, the Receiver Operating Characteristic
(ROC) curve and respective AUC value, the Fréchet Incep-
tion Distance (FID), the Structural Similarity Index Measure
(SSIM), and the face detection accuracy [3].

To make this toolkit publicly available and facilitate its usage
with a minimal learning curve, Privkit is designed as a Python

Package that can be easily imported as a library and used in a devel-
opment project. The fact that there are well-known scientific tools
provided in Python within different contexts (e.g. machine learning)
also justifies the choice for developing this open source toolkit in
Python. Similarly to other Python Packages, Privkit is available in
a Github repository6 to foster contributions from the research com-
munity, while maintaining version control and code quality. The
contributing guidelines are detailed in the repository, explaining
the process of identifying/reporting issues and the review workflow
of contributions through a pull-based model [11, 32].

On the other hand, to foster privacy in a wide manner for a
general audience beyond the research community, Privkit is also
accessible through aWeb application. This works as a demonstrator,
where the implementations provided in the Python Package are
automatically provided as a Web application. In the toolkit Web
version, users can select the proper mechanism, test configurations,
and evaluate through existing metrics in a limited sample of the
data. The configurations performed and tested in the Web version
can then be downloaded as a Python script to execute locally.

With the last requirement of promoting the reproducibility of
research results, Privkit constitutes a unified toolkit that provides
a repository of Jupyter Notebooks7. This enables the exact repro-
duction of results from research papers. The current version of
the toolkit has already available the reproducibility of experiments
from existing works, such as [9, 16]. This paper itself also has a
corresponding Jupyter Notebook to allow the reproduction of the
demonstration results presented in the next section.

4 PRIVKIT IN PRACTICE – USE CASES
This section demonstrates Privkit in practice by relying on two
use cases: location data (Section 4.1) and facial data (Section 4.2).
The objective of these use cases is to exemplify the implementa-
tion of two different data types and the experiments that can be
performed through the toolkit. For each use case, we detail the
considered privacy pipeline, the related source code, and the results
of the targeted assessments. The following sections assume that the
Privkit library is installed and has already been imported, which is
as simple as presented in Listing 1.

1 import privkit as pk

Listing 1: Import Privkit Package.

4.1 Use Case 1: Location Data
Location privacy is an emerging topic of research due to the per-
vasiveness of Location-Based Services (LBSs) in always mobile
devices. Regardless of the benefits for the user, this flow of infor-
mation poses a threat to users’ location privacy, since location data
allows to determine the users’ identity, habits, social relationships
or even health conditions [5, 8, 13]. To mitigate the existing risks,
several Location Privacy-Preserving Mechanisms (LPPMs) have
been proposed. Taking this into consideration, we now present a
use case related to location data.

By extending the Data Adapter, Privkit supports a new com-
ponent that implements methods to load, process, and store the
6https://github.com/privkit/privkit
7https://github.com/privkit/privkit-tutorials
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Data PPM Attack Metric

Figure 2: Privkit architecture overview with a representation of the available modules and selected examples of already
implemented mechanisms.

location data type. A similar process is due for each novel data type
to be implemented, as well as for each of the remaining Adapters
(PPM, Attack, and Metric). A tutorial and more examples on how
to add new data types to Privkit is available in the toolkit documen-
tation. Location data consists of any pair <latitude, longitude> and
optional features, such as the datetime of data collection. In this case,
the data processing includes methods that can be used, for instance,
to filter by coordinates within a bounding-box, but also to remap
the locations into a grid. To facilitate the test of this component, as
well as the test of LPPMs with real-world data, this toolkit makes
available the access and pre-processing of two popular datasets:
Geolife [35] and Cabspotting [21]. Therefore, the following listings
of code represent examples of the first step execution from our
privacy pipeline, that is, the data component. Listing 2 presents an
example of loading location data from an array, nonetheless, as long
as the position of the required features is indicated (i.e. latitude and
longitude), location data can be loaded from other formats, such
as a file (e.g. Comma-Separated Value (CSV) or Pickle) or a Pandas
dataframe. Listing 3 presents an example of loading data from a
dataset, in this case, the Geolife dataset. A sample of this dataset
constitutes the target of analysis in this use case.

Considering the privacy pipeline, we now detail the compo-
nent related to the application of a privacy-preserving mechanism.
Within the context of location data, we provide several state-of-
the-art mechanisms (see Section 3) and each mechanism has in-
formation about the research paper that proposed such method,
where more in-depth details can be consulted. In order to provide a
ready-to-use version of the implemented mechanisms, the required
configuration parameters have a default value in the available imple-
mentation. In this paper, we present the application and comparison
of the Geo-Ind [4] and Clustering Geo-Ind [6] mechanisms with a
privacy parameter epsilon of 0.016 and radius value of 100 meters
defined for illustration purposes. Each implemented mechanism
extends the PPM component with its own execution method.

Listing 4 demonstrates the possibility of testing several config-
urations, as well as the modularity of this toolkit, which makes it
easy to integrate into an existing project. The applied PPM then

returns the private data and is also able to compute the quality
loss metric. This metric measures the achieved level of data utility,
which, in this case, corresponds to the distance between the exact
user’s location and the obfuscated location.

1 data_to_load = [['2008-10-23 02:53:04', 39.984702, 116.318417],
2 ['2008-10-23 02:53:10', 39.984683, 116.31845],
3 ['2008-10-23 02:53:15', 39.984686, 116.318417]]
4
5 location_data = pk.LocationData()
6 location_data.load_data(data_to_load, datetime=0, latitude=1,

longitude=2)↩→

Listing 2: Example of loading data from an array with date-
time, latitude, and longitude.

1 geolife_dataset = pk.GeolifeDataset()
2 geolife_dataset.load_dataset()
3
4 location_data = geolife_dataset.data

Listing 3: Example of loading data from the dataset module,
in this case, the Geolife dataset [35].

1 planar_laplace = pk.PlanarLaplace(epsilon=0.016)
2 obfuscated_data_pl = planar_laplace.execute(location_data)
3
4 clustering = pk.ClusteringGeoInd(epsilon=0.016, r=100)
5 obfuscated_data_cgi = clustering.execute(location_data)

Listing 4: Example of applying Geo-Ind and Clustering Geo-
Ind mechanisms with a privacy parameter epsilon of 0.016
and a radius value of 100 meters.

To demonstrate a complete privacy pipeline, we now apply an
attack. The Privkit has already implemented state-of-the-art mech-
anisms that, similarly to PPMs, are an extension of the Attack
Adapter with their own execution method to be implemented. In
this demonstration, we resort to the Map-Matching (MM) attack
[12, 19] to simulate an adversary and rely on the adversary error to
measure the achieved privacy level. The adversary error measures
the distance between the exact user’s location and the adversary es-
timation of the user’s location. Figure 3 presents the privacy/utility
results from the executed privacy pipeline, where we applied the
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Geo-Ind and Clustering Geo-Ind PPMs and the MM attack. From
the results, we can assess the PPMs in terms of utility, with the
quality loss metric, and privacy, with the adversary error metric,
which allows us to observe a better privacy-utility trade-off from
the Clustering Geo-Ind in comparison to Geo-Ind, since it maintains
the achieved privacy level of data, while decreasing the quality loss.

1 map_matching = pk.MapMatching(G=road_network)
2 adversary_data = map_matching.execute(location_data)
3
4 adversary_error = pk.AdversaryError()
5 adversary_error.execute(adversary_data)

Listing 5: Example of applying theMap-Matching attackwith
a given road network and computing the adversary error.
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(b) Adversary Error.

Figure 3: Boxplot of the quality loss, in meters, for the Geo-
Ind and Clustering Geo-Ind PPMs, and the adversary error, in
meters, measured after applying the Map-Matching attack.

4.2 Use Case 2: Facial Data
Facial privacy remains a focal point of ongoing research, fueled
by the rapid expansion of facial recognition technology and the
widespread collection of facial data [34]. While strides have been
made in addressing 2D privacy-preserving solutions, a clear absence
exists in their development for the 3D space. To bridge this gap,
Privkit currently offers support for 3D facial data, and we present a
use case to underscore its practical application.

Building upon the Data Adapter, Privkit manages 3D facial data
represented as point clouds. This data format consists of a discrete
set of points defined by <x, y, z> coordinates, with the ability to
incorporate color information for individual data points. Mobilizing
the data component, we can load, process, and store facial data.
Listing 6 illustrates loading facial data from a file where the stan-
dard file types such as Polygon File Format (PLY) and Point Cloud
Data (PCD) are supported. Alternatively, data can be loaded from
an array. The data processing encompasses a range of methods for
segmenting facial points using a bounding box or a sphere with a
predefined center and radius, eliminating outliers, and downsam-
pling a point cloud. The toolkit also provides access to a sample of
a custom-made facial dataset with ten identities that includes both
3D and 2D information, aiding in the testing of the data component.

In relation to the upcoming stage in the privacy pipeline, which
involves the implementation of privacy-preservingmechanisms, we
provide sixmechanismswith distinct principles (see Section 3). Each
mechanism includes information from the relevant research paper,
offering insights into its functionality and configuration setup. In
this paper, we demonstrate the application of one mechanism, the

Point-Mesh-Point, using a predefined set of regulating parameters
for illustration purposes as the application of the remaining is anal-
ogous (refer to Listing 7). Each implemented mechanism extends
the PPM component and comes with its own execution method.

1 data_to_load = 'sample_face.ply'
2
3 facial_data = pk.FacialData()
4 facial_data.load_data(data_to_load)

Listing 6: Example of loading data from a PLY file.

1 point_mesh_point = pk.PointMeshPoint(alpha=40, n=200000)
2 obfuscated_data_PMP = point_mesh_point.execute(facial_data)

Listing 7: Example of applying the Point-Mesh-Point mecha-
nism with a set of illustrative parameters.

To evaluate the achieved level of privacy, we can compute rele-
vant metrics. For example, we have metrics implemented for mea-
suring the attained privacy level, such as the CMC curve that mea-
sures the cumulative probability of correctly identifying a subject
across different rank positions (identification mode), and the ROC
curve and its AUC that quantify the trade-off between true positive
rate and false positive rate (verification mode). As for data util-
ity, three metrics associated with human face resemblance, image
quality, and human perception are employed. Respectively, these
metrics are determined by the accuracy of a face detector in iden-
tifying a human face on the anonymized data, the SSIM, and the
FID. Both privacy and utility evaluation procedures are conducted
within the 2D space using an orthographic projection of the 3D
point clouds, taking advantage of the more mature development in
the biometry field. However, other than the providing results for
these metrics, for the purpose of this facial data type, we provide
the output of the anonymization process, as illustrated in Figure 4.

(a) Original data. (b) Point-Mesh-Point.

(c) UniformNoise. (d) SmoothKNN.

Figure 4: Visual comparison of three facial PPMs with se-
lected example configurations8.

5 CONCLUSION
The ubiquity of smart devices has contributed to collect large
amounts of data. Despite the possible benefits arising from this data
analysis, the potential privacy risks are also evident. Therefore, im-
plementing Privacy-Preserving Mechanisms (PPMs) is imperative
to prevent privacy breaches. Nonetheless, selecting and configuring
8The 3D model "face raw Mesh" by Diana Liu is available under Creative Commons
Attribution at https://skfb.ly/6Ut7w

https://skfb.ly/6Ut7w
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the appropriate PPM can become a challenging task due to the
lack of a systematized manner for defining and evaluating privacy.
This work responds to this problem by proposing Privkit, a privacy
toolkit to test PPMs and quantify the achieved privacy/utility level.
This tool is open source and available both as a Python Package and
aWeb application. As future work, an API will also be available. The
current version of the toolkit provides state-of-the-art mechanisms
in the context of location data and facial data, and aims to be ex-
tended to any type of data and implement new privacy-preserving
mechanisms, attacks, and metrics. Privkit is an incentive for the
research community to make their algorithm proposals publicly
available and, thus, contribute to the results reproducibility.
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