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Abstract— This study (N = 317) investigated the influence of
verbal communication (social vs. functional) on the acceptance
of robot recommendations in non-moral, somewhat moral or
very moral decision-making situations. The robot’s communica-
tion style had no impact on the participants (1) being confident
in their decision, (2) perceiving the robot’s recommendation as
helpful, and (3) making a decision dependent on the robot’s
recommendation. However, all three aspects were strongly in-
fluenced by the morality of the decision situation demonstrating
higher algorithm aversion in moral contexts.

I. INTRODUCTION

Robots could support human decision-making with rec-
ommendations based on algorithms but people prefer human
advice which is known as algorithm aversion [1]. Algorithm
aversion is especially pronounced in medical [2], [3] or moral
decision-making [4].

Medical decision-making can quickly involve moral issues
(e.g., allocating scarce lifesaving resources [25]) which com-
bines both aspects promoting algorithm aversion. Therefore,
we chose medical decisions with varying moral charge as
relevant context to explore under which conditions recom-
mendations from robots are more likely to be accepted.
All robot’s moral recommendations are characterized by a
utilitarian mindset.

Besides non-moral and moral decision-making, our focus
is on the robot’s verbal communication style. Communication
is a key aspect in designing human-robot interactions [5].
Many studies combine verbal communication with several
non-verbal communication features like eye color, eye gaze,
and gestures [6] so that the impact of verbal communication
alone remains unclear. This is why we solely manipulated
the robot’s verbal communication style.

We examine whether social communication reduces algo-
rithm aversion in non-moral or moral decision situations and
thus leads to people accepting the robot’s recommendations
more compared to functional communication. We did a pre-
registered [7] German online experiment with videos of the
robot Pepper (Softbank Robotics) giving recommendations
for non-moral, somewhat moral, and very moral medical
decisions in a functional or social verbal communication
style. As far as we know, the effects of social communication
in medical-moral human-robot interactions have not been
researched yet. With our study, we want to contribute to a
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deeper understanding and more reflective use of communi-
cation styles and robot recommendations for non-moral or
moral decision-making. This late-breaking report will only
present our exploratory analyses. The full paper with the
hypotheses-related analyses is currently under review [8].

II. RELATED WORK

People don’t like machines making moral decisions [4].
However, prior studies show that different verbal communi-
cation styles do have an impact on accepting social robots.
For example, polite language increases people’s compliance
to the robot’s medical recommendations [9] and people are
more likely to do the robot a favor when the robot is using
indirect requests [10]. Therefore we explore, whether social
communication can increase a robot’s acceptance in moral
decision-making compared to functional communication.

For creating social communication, we used the social
concepts self-disclosure, content intimacy, and relational
continuity constructional units [11] as well as we-phrases.
The functional robot communication style instead consisted
of rational arguments and the third-person passive voice. The
communication styles can be found in the project link given
in the beginning of research methods section.

Self-disclosure means sharing personal information about
oneself [11]. Implementing self-disclosure is recommended
for using robots in healthcare [12]. Robots’ self-disclosure
makes people attribute more mind to robots which is associ-
ated with moral agency [13]. Content intimacy is provided by
detailed, intimate, and emotional elements of a conversation
[11]. Content intimacy could counteract the criticized lack
of emotions that may be responsible for aversion in moral
context [14]. Emotional robots are more persuasive [15] and
seen as more morally accountable [16]. Furthermore, people
are more likely to cooperate with a robot in a moral dilemma
when the robot is showing emotions [17]. Relational conti-
nuity constructional units describes referring to behavior be-
fore, during, or after an absence in a conversation [11]. This
concept has not been researched much yet but is an aspect
of social communication according to [11]. We-phrases are
the use of the first person plural ("we”). It is a persuasion
strategy known from politics [18] and also recommended for
medical settings [19]. We-phrases could also contribute to a
stronger ingroup perception which could mitigate algorithm
aversion because [20] observed a preference for ingroup
robots over outgroup humans. Moreover, robots using self-
referential pronouns are perceived as more competent [21].

These broad findings suggest that social communication
could increase the acceptance of robots in moral decision-



making situations compared to functional communication.
Nevertheless, this has not yet been investigated. With this
study, we address this research gap with the following pre-
registered [7] exploratory research questions:

e EQI: Does social communication (vs. functional com-
munication) affect how confident the person is in their
decision?

e EQ2: Does social communication (vs. functional com-
munication) affect how helpful the person finds the
robot’s recommendation?

e EQ3: Does social communication (vs. functional com-
munication) affect how much the person made their
decision based on the robot’s recommendation?

III. RESEARCH METHODS

This late-breaking report is part of a bigger pre-registered
study [7], which is currently under review [8]. The materials
and collected data are available under the following link:
https://osf.io/dpc3qg/

A. Sample

The sample (N = 317) consists of 179 women (56.5 %),
128 men (40.4 %), and three non-Binaries (1.0 %). Seven
people (2.2 %) did not disclose their gender. The participants
were aged between 18 to 70 years (M = 29.42, SD = 11.41).
Most of them were attending university (59.62 %, n = 189)
or in employment (34.38 %, n = 109). All participants gave
informed consent. The study was approved by the univer-
sity’s data protection manager and ethics committee (SR-EK-
284062022). Participation was voluntary, anonymous, and
without any compensation.

B. Design

We used a 2 x 3 between-subjects design for our study.
The combination of the factors communication (social vs.
functional) and decision situation (non-moral vs. somewhat-
moral vs very moral) resulted in six experimental conditions:

e Condition I: functional communication - non-moral

decision situation

e Condition 2: functional communication - somewhat

decision situation

o Condition 3: functional communication - very moral

decision situation

o Condition 4: social communication - non-moral decision

situation

e Condition 5: social communication - somewhat decision

situation

e Condition 6: social communication - very moral deci-

sion situation

C. Procedure

All participants were randomly assigned to one experimen-
tal condition. They were presented a non-moral, somewhat
moral, or very moral decision situation in a hospital in text
form depending on the assigned condition. The participants
received a video with a recommendation given by the robot
Pepper (Softbank Robotics) which was communicated in a

functional or social communication style. After that, they
were asked to rate the robot’s recommendation. The whole
experiment was conducted online in German language.

D. Decision situations

We developed three decision situations: non-moral, some-
what moral, very moral.

Non-moral: A new X-ray machine has to be purchased.
Three machines are available with different periods of use,
acquisition costs, depreciation, and annual profits. Partici-
pants should decide for one machine to buy.

Somewhat moral: New respiratory machines has to be
purchased with a budget of 60,000 Euro. Three company
offers are available with different numbers of machine and
quality of the machines. Participants should decide for one
offer to accept.

Very moral: An intensive care bed has to be allocated.
Three patients with different ages and chances of survival
are in need of intensive care.

The three decision situations were pre-tested in advance
(N =27, M = 26.15). In an online experiment, participants
saw all the decision situations in randomized order and were
asked to rate how morally challenging the situation was.
The pretest demonstrated that the intended manipulation was
successful. That means that the three decision situations vary
in terms of morality (non-moral < somewhat moral < very
moral) and thus form a three-stage increase in how morally
challenging the situation is.

E. Recommendations

We developed six recommendations. For each decision
situation, the same recommendation was developed in a
functional and social communication style.

Non-moral: The robot recommends buying CT device 2
because of its shortest amortization period.

Somewhat moral: The robot recommends accepting com-
pany C’s offer because of the highest number of people it
would save.

Very moral: The robot recommends selecting patient C
because of the biggest chance of survival.

The non-moral recommendation was inspired by [22]. The
somewhat moral and very moral recommendations represent
a utilitarian mindset. Making utilitarian choices is expected
of robots in morally challenging situations [23] and also
advised for medical moral decisions like vaccinations [24]
or triage [25].

Self-disclosure, content intimacy, relational continuity
constructional units [11], and “we-phrases” were used to cre-
ate a social communication style. Meanwhile, the functional
robot communication style consisted of rational arguments
and the third-person passive voice. Consequently, social com-
munication is based more on emotionality while functional
communication is based more on rationality.

The six recommendations were pre-tested in advance (N =
23, M = 26.74). In an online experiment, participants saw all
the recommendations in randomized order and were asked
to rate how functional or social the communication was.



The pretest demonstrated that the intended manipulation was
successful. That means that the social communication style is
perceived as more social than the functional communication
style.

F. Measures

Decision certainty was measured with one item (How
confident are you in this decision?) on a 0 (not) to 100 (very)
scale.

Decision help was measured with one item ("How helpful
did you find the robot’s recommendation?”’) on a O (not) to
100 (very) scale.

Decision dependency was measured with one item ("How
much did your decision depend on the robot’s recommenda-
tion?””) on a 0 (not) to 100 (very) scale.

G. Analyses

To answer the research questions, we calculated a
MANOVA with the factors communication (social vs. func-
tional) and decision situation (not moral vs. somewhat moral
vs. very moral) as the independent variables, and decision
certainty, decision help, and decision dependency as the
dependent variables. One multivariate outlier (Mahalanobis
distance > 16.266) and nine univariate outliers (> 1.5*IQR)
were deleted. Thus, we performed the two-factor MANOVA
with data from 307 participants. We report Pillai’s trace
instead of Wilk’s lambda because of non-normality, weak
linearity, and heterogeneous covariance matrices. Because
the assumption of homoscedasticity was not met, single-
factor Welch-ANOVAs were used as a follow-up with the
factor communication or decision situation as the inde-
pendent variable and decision certainty, decision help, or
decision dependency as the dependent variables. Welch-
ANOVAS were followed up with Games-Howell post-hoc
tests. Multiple testing was Bonferroni corrected.

Furthermore, we calculated Spearman’s correlations be-
tween decision certainty, decision help, and decision depen-
dency. We used Spearman’s correlation instead of Pearson’s
correlation because of non-normality and weak linearity.
Multiple testing was Bonferroni corrected.

IV. RESULTS

With the two-factor MANOVA, no significant differences
were found for the factor communication (V < 0.01; F(3.00;
299.00) = 0.39; p = 0.761; np2 = 0.04), but for the factor
decision situation (V = 0.39; F(6.00; 600.00) = 24.17;
p < 0.001; np2 = 0.20). Furthermore, no interaction effect
between both factors was observed (V = 0.04; F(6.00;
600.00) = 1.94; p = 0.073; np2 = 0.02).

The Welch-ANOVAS confirmed significant differences for
decision certainty (F(2; 201.89) = 8.06; p = 0.001, w2 =
0.04), decision help (F(2; 200.81) = 78.31; p < 0.001, w2
= 0.31), and decision dependency (F(2; 170.77) = 77.12;
p < 0.001, w2 = 0.27) due to the decision situation.

Games-Howell post-hoc tests showed significant differ-
ence for decision certainty (AM = 13.04; 95% CI[4.70;
21.38]; p = 0.008), and decision help (AM = 19.29; 95%
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Fig. 1. Visualized results of the Games-Howell post hoc tests

CI[10.93; 27.66]; p < 0.001) when comparing non-moral
and somewhat moral, for decision help (AM = 39.45; 95%
CI[20.93; 27.66]; p < 0.001), and decision dependency
(AM = 42.85; 95% CI[33.65; 52.05]; p < 0.001) when
comparing non-moral and very-moral decision situations,
and for decision help (AM = 20.16; 95% CI[11.71; 28,61];
p < 0.001), and decision dependency (AM= 28.30; 95%
CI[19.65; 36.94]; p < 0.001) when comparing somewhat
moral and very-moral decision situations. These results are
visualized in Figure 1.

How confident participants are in their decision did not
correlate with how helpful the robot’s recommendation was
perceived (Spearman’s p = 0.10, p = .224) or how much
participants’ relied on the robot’s recommendation Spear-
man’s p = -0.10, p = .225), but how helpful the robot’s
recommendation was perceived and how much participants’
relied on the robot’s recommendation correlated strongly
(Spearman’s p = 0.67, p < .001).

V. DISCUSSION

In this study, we investigated how the verbal communica-
tion style of a robot affects its acceptance. We considered
(1) how confident the person is in their decision, (2) how
helpful the person finds the robot’s recommendation, and
(3) how much the person made their decision based on the
robot’s recommendation (cf. EQ1-3, p.2). The main result
of our study is that the morality of the decision situation
has a greater influence on the acceptance of the robot’s
recommendation than the verbal communication of the robot.

We found no differences between functional and social
communication. In both communication styles, participants
were similarly confident in their decision, found the robot’s
recommendation similarly helpful, and made their decision
similarly dependent on the robot’s recommendation. This
could indicate that both affective and logical persuasion
strategies are comparably effective in robots [26] and that,
unlike [15], there is no superiority of affective robot commu-
nication. Perhaps differences would be found when compar-
ing other communication styles. Maybe polite and non-polite
[9] or direct and indirect [10] language differ more in their
effectiveness than functional and social communication. It
could also mean that the influence of verbal communication
alone is too small to make a difference. Possibly the verbal



communication of robots must be combined with other non-
verbal communication features in order to have an effect, as
done in in previous studies [6], [17].

Although no differences could be observed between the
two communication styles, the study highlights the impact
of decision situation characteristics and demonstrates the
importance of context consideration. We observed a decrease
in acceptance as the decision situation becomes more morally
challenging. This supports that people are averse to machines
making moral decisions [4]. Our results show that this
also applies to robo-advisors. The more moral the decision-
making situation becomes, the stronger the aversion.

The lack of correlation between decision certainty and
decision help or dependence is interesting. Contrary to [27]’s
assumption that uncertainty influences conformity towards
robots, we found no evidence that insecure participants found
the robot’s recommendation more helpful or depended more
on it. However, the strong correlation between decision help
and dependence is expected, as robots are more likely to be
accepted if perceived as helpful.

To conclude, a robot’s communication style did not affect
decision certainty, perceived helpfulness, or reliance, but all
three were strongly influenced by the morality of the situa-
tion, showing more algorithm aversion in moral contexts.
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