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Abstract— Coding qualitative data is essential but time-
consuming. This late-breaking report presents a new method
for developing inductive categories utilizing GPT models. We
examined two different GPT models (gpt-3.5-turbo-0125 and
gpt-4o-2024-05-03) and three temperature settings (0, 0.5, 1),
each with ten repetitions. The generated categories were fairly
consistent across settings, although higher temperatures in-
cluded less relevant aspects. The agreement for GPT-generated
category assignments exceeded that of human coders, with the
best performance observed at temperature setting 0. Thus, we
recommend using a GPT model with the temperature setting 0
to create and assign inductive categories for qualitative data.

I. INTRODUCTION

Qualitative research is an essential aspect of human-
robot interaction (HRI) studies [1]. Therefore, many HRI
researchers collect qualitative data. Responses from partici-
pants to open-ended questions or during interviews convey
valuable insights about users’ thoughts, impressions, feel-
ings, or attitudes. To analyze this data, specific methods must
be applied, such as qualitative content analysis according to
Mayring [2] or the Grounded Theory [3].

Several approaches involve the coding of statements [2],
[3], [4]. Typically, this is done by two researchers [5],
although having more coders would be beneficial [6]. How-
ever, forming multi-coder teams is challenging to achieve.
It is already an existing problem, that plenty of qualitative
data remains underutilized due to the time-consuming nature
of qualitative analyses and the limited resources and time
available to researchers [7].

In addition, nowadays there is an increasing prevalence
of HRI online studies due to the effectiveness of video
interactions [8], [9]. Online studies allow researchers to
quickly and cost-efficiently reach a larger audience [10] but
then there is also even more qualitative data to be analyzed.
Even if there is only one minor open-ended question included
in an online questionnaire, qualitatively analyzing hundreds
of free-text responses can be overwhelming. Consequently,
it is not surprising that HRI online studies with more than
200 [11], [12], 300 [13] or even 700 [14] participants focus
on quantitative measures. Nevertheless, such large sample
sizes could also be highly beneficial for qualitative research
questions. In our view, a lot of potential remains unused, as
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the extensive effort required for large qualitative analysis is
usually too challenging.

To address this issue, we aim to develop a new method
that simplifies the coding process. This will lower the barrier
to analyzing qualitative data, resulting in less data being lost.

The introduction of ChatGPT marked a significant tech-
nological advancement, making artificial intelligence (AI)
accessible to the general population [15]. This led us to the
idea that GPT models could facilitate qualitative research,
specifically in the coding of statements. We have found
studies demonstrating that Large Language Models (LLMs),
such as BERT [7] and GPT-3.5 [16], [17], are suitable for
deductive coding. GPT-3.5 has achieved results comparable
to human coders [16]. However, the potential of LLMs for
inductive coding yet remains under-explored. Building on
the promising findings from LLM-aided deductive coding
[7], [16], [17], we aim to find out whether LLMs are also
suitable for inductive coding.

In our late-breaking work consisting of two pre-registered
studies [19], [20], we assess the potential of GPT models
to support qualitative research through inductive coding.
Focusing on inductive category development (cf. [2]), we
request two GPT models (gpt-3.5-turbo-0125 and gpt-4o-
2024-05-03) to create content categories based on diverse
statements (Study 1). After that, we let these two GPT
models assign the created categories back to the statements
(Study 2). This procedure, visualized in Figure 1, is designed
to evaluate the ability of GPT models to inductively code
qualitative data.

Fig. 1. Visualization of the Two Studies



We will evaluate outputs from two GPT models with
different temperatures based on established quality criteria
in qualitative research (cf. [28]). Our goal is to derive rec-
ommendations for optimal settings when using GPT models
for coding statements.

This is an exploratory examination of GPT models’ poten-
tial to support qualitative research. We do not formulate any
hypotheses in advance but instead investigate the following
pre-registered research questions [19], [20]:

RQ1: Can GPT models be used for coding statements into
categories?

RQ2: Which GPT model is the most suitable for coding
statements into categories?

RQ3: What role does the temperature play?
By evaluating this novel AI method for qualitative anal-

ysis, we aim to assess its suitability as a coding assistant.
If GPT models prove to be effective, it could revolutionize
coding processes in qualitative research.

II. METHODS

We practice Open Science. Therefore, we will upload all
files (e.g., py, txt, xslx) in the Open Science Framework
(OSF). During the IEEE RO-MAN conference, we will
present our completely new method as late-breaking work
and would be delighted if it is well-received and utilized
by others. We permit other researchers to adapt and use our
Python codes for their research, but kindly ask them to cite
us when doing so. This is the link to our OSF project with
all files: https://osf.io/h4dux/

This is a late-breaking report to present our current work
at the IEEE RO-MAN conference. We are currently also
working on a more detailed journal article. Anyone interested
in our work is invited to take a look at our pre-print [18]
and to monitor our pre-registration [19], [20]. Once a final
publication is available, we will link it there.

A. Statements

In 2023, Clarissa Sabrina Arlinghaus started her PhD
project about processes of social inclusion and exclusion
in human-robot teams within the interdisciplinary research
network SAIL [21]. Acknowledging the rise of human-
robot interactions at work [22], her focus is on work-related
settings where humans and robots cooperate. Considering
that work provides not only financial benefits but also fulfills
social needs [23], [24], she questions whether these needs are
threatened in human-robot teams. In her first PhD study, she
investigated two types of social exclusion (i.e., ostracism and
rejection) through vignettes depicting human or robot wait-
staff in a restaurant [25]. The online experiment included an
open-ended question intended for qualitative analysis ”Why
do you think the robots/waiters behave this way towards
you? Could the robots/waiters also behave differently?” and
resulted in 296 statements from participants. Initially, these
statements were together with Charlotte Wulff manually
analyzed, but the substantial effort required led to the idea
that a more efficient method should be developed. This idea
formed the basis for the new AI method presented in this

late-breaking report. We demonstrate the method using these
statements, with the understanding that this new method can
be applied to a wide range of qualitative data. The context
of the collected data is thus secondary in this report. Those
interested in the details of how individuals perceive social
inclusion and exclusion by robots are encouraged to take
a look at the pre-registration from the original study [25],
where the final publication will be linked as soon as it
is available. Moreover, the data and analyses regarding the
PhD study will be made available under the following link:
https://osf.io/mnybf/

B. Settings

For our studies, we decided to test the most powerful (gpt-
4o-2024-05-03) and the most inexpensive (gpt-3.5-turbo-
0125) GPT models that are currently (May 2024) available
[26]. For the sake of simplicity, we will refer to them as
gpt-3.5-turbo and gpt-4o in this paper. Python 3.12 in Visual
Studio Code on macOS Sonoma 14.4.1 was used to access
the application programming interface (API). Inspired by
[27], we used a low (0.0), medium (0.5), and high (1.0)
temperature as well as ten repetitions for every combination
of temperature and model. This resulted in a total of 120
runs (60 runs in Study 1 and 60 runs in Study 2).

C. Procedure

In our study, we utilized two GPT models (gpt-3.5 and gpt-
4o) to inductively code statements into categories. Potential
categories were generated for these statements. This process
was repeated multiple times across different models and
temperature settings. The generated categories were then
reviewed and consolidated to form final sets of categories.
In the next step, these categories were assigned back to the
original statements, again using gpt-3.5 and gpt-4o with three
temperature settings (0, 0.5, 1), to verify the consistency and
appropriateness of the categorization. We call this procedure
LLM-Assisted Inductive Categorization (LAIC) which we
introduce in more detail in our new paper that is currently
under review but already available as a pre-print [18]. Usful
instruction and explanations on how to use this method can
be found in our OSF project.

D. Evaluation

To assess the performance of the two GPT models, we
compared their results with categories generated and as-
signed by two human coders. The evaluation of the outputs
was based on quality criteria for qualitative research [28].

Quality criteria of quantitative research (i.e., objectivity,
reliability, validity, and generalizability), are not suitable for
qualitative research because of their quantitative nature [28].
Instead, the quality of qualitative research should be rated
regarding credibility, transferability, dependability, confirma-
bility, and reflexivity [28]. We evaluated outputs from GPT
models based on these criteria. Our goal is to assess whether
GPT models can be used to code qualitative data and to
provide recommendations on what model or temperature
should be used for that.



III. RESULTS

In this late-breaking report, the results are presented in a
highly condensed form. For a more comprehensive evalua-
tion, please look at our pre-print [18].

A. Study 1

Clarissa Sabrina Arlinghaus and Charlotte Wulff devel-
oped inductive categories in advance. Inductive categories
were then formed by gpt-4o and gpt-3.5-turbo as part of
Study 1.

The categories were very similar, not only between the
human coders but also between the different GPT models.
In both models, more inductive categories were formed
at medium (0.5) or high (1) temperature than at low (0)
temperature. According to our estimates, the most important
aspects were already included in the low temperature. The
new categories that emerged from the medium and high-
temperature settings were, in our view, rather unimportant.

It was also noticeable that within the ten repetitions, the
categories at temperature 0 were duplicated significantly
more often than at temperatures 0.5 or 1. More variants
for similar aspects (e.g., ”character traits and behaviors”,
”character and personality”, ”individual character traits”)
were named at the medium or high-temperature settings.
This creates an additional workload for the people using
GPT models for inductive category development because the
different label variants concerning similar aspects have to
be summarized as one final category to avoid duplication.
The AI method aims to reduce the workload. Therefore, we
consider lower-temperature settings to be more suitable than
medium or high-temperature settings.

B. Study 2

How valid the categories are, was tested in Study 2 by
assigning them back to the statements.

Clarissa Sabrina Arlinghaus and Charlotte Wulff did this
with both human-coded sets of categories. We then evaluated
how often our two human coders agreed. 100 % agreement
means that both human coders have chosen the same category
for one statement. 0 % agreement describes that they chose
different categories for one statement. While agree/disagree
is a binary measure, we preferred using percentages to be
able to compare it to the 120 runs performed with the
two GPT models and three temperature. Agreement was
determined for all statements. After that, an average value
was calculated for all statements.

For the re-coding process of the GPT models, we con-
sistently used the same settings (model, temperature, and
iterations) as applied in Study 1. The GPT models assigned
only the categories that were generated under these specific
settings, rather than all possible categories. Using Python
scripts, we then counted how often categories were assigned
to which statements within the ten repetitions to assess
the agreement. The most frequent number for an assigned
category per statement was divided by the number of all
assigned categories for this statement to determine the over-
agreement as a percentage. For example, if, within ten runs,

the category ”programming and technology” was assigned
eight times to a certain statement and the category ”efficiency
and performance” two times, then this was rated as an
80 % agreement for that statement. The agreement was
determined for all statements individually for each model
and temperature. A mean value was then calculated for each
combination of model and temperature.

The quality criteria of dependability and confirmability
mean that other researchers agree, that the results can be
replicated and that the findings obtained from the data can
be confirmed [28]. In our case, this is achieved through a
high level of agreement. It turned out that the mean values
for GPT models are higher than the mean values for our
human coders (see Table I). The level of agreement was
particularly high with the temperature setting 0. Therefore,
the inductive coding process of GPT models is of higher
quality concerning dependability and confirmability than our
human codings. Thus, we recommend using a GPT model
for inductive category development as it reduces the time
efforts and also enhances the quality. For the best results, a
low temperature (e.g., 0) should be used.

TABLE I
LEVELS OF AGREEMENT

categories from mean standard deviation
human coder 1 70.5 % 45.6 %
human coder 2 65.2 % 47.7 %

gpt-3.5-turbo temp 0 92.0 % 14.9 %
gpt-3.5-turbo temp 0.5 87.7 % 18.7 %
gpt-3.5-turbo temp 1 84.2 % 18.7 %

gpt-4o temp 0 97.1 % 9.3 %
gpt-4o temp 0.5 92.3% 14.2 %
gpt-4o temp 1 86.7 % 19.6 %

IV. LIMITATIONS AND FUTURE WORK

Our new approach should be further studied. We consider
testing different LLMs for future evaluation studies com-
paring their results. We also think of testing different type
of qualitative data as well as different research contexts to
demonstrate the broad applicability of LLM-assisted coding.

By doing so, challenges concerning LLMs must be taken
into account. For example, this includes the potential gener-
ation of inaccurate and biased responses [29]. The outputs of
the GPT models were of high quality, but they should still be
checked critically. Future studies could categorize data where
the risk of biased responses is particularly high to see how
different LLMs respond in different settings. Additionally,
LLMs raise ethical concerns, including issues related to
privacy, the digital divide, and sustainability [30]. The signif-
icant energy consumption of LLMs also leads to a substantial
carbon footprint [30]. Future research should figure out how
to deal with these challenges. Recommendations on how
LLMs for qualitative research can be used under particularly
privacy-friendly and environmentally-friendly circumstances
would be helpful and welcome.



V. CONCLUSIONS

Utilizing GPT models for inductive coding of qualitative
data is a valid method that has the potential to revolution-
ize qualitative research in the field of HRI and beyond.
It significantly reduces the time required and enables the
clustering of big amounts of qualitative statements (e.g.,
free-text responses in large online studies) into categories. It
is way easier to repeat this approach compared to manual
coding by multiple researchers. The quality of inductive
category formation by GPT models tends to be superior to
that performed by humans. The choice of the GPT model is
less critical than the selection of the temperature setting. For
high consistency of outputs, the temperature should be set to
a low value (e.g., 0).
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[12] M. Söderlund, Who is who in the age of service robots: The impact of
robots’ demand for user identification in human-to-robot interactions,
Computers in Human Behavior: Artificial Humans, vol. 1, article
100013, September 2023. https://doi.org/10.1016/j.chbah.2023.100013

[13] C. S. Arlinghaus, C. Straßmann, and A. Dix, Increased
morality through social communication or decision situation
worsens the acceptance or robo-advisors, May 2024.
http://dx.doi.org/10.31219/osf.io/bufjh

[14] C. Straßmann, and N. C. Krämer, A two-study approach to ex-
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