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Problem:
the future is
unpredictable

“any intersection of  systems sharply increases the
unpredictability of  future movements”

Lotman, Juri. 2009. Culture and Explosion, p. 65



mechanistic philosophy, 

automata, 

scientific instruments, 

Industrial Revolution, 

and today, in the applications of  
“artificial intelligence” (AI).

Historical attempts at „solving“ 
the unpredictability problem



#1 
Introduction: on the
semiotic mechanism of  
fear



Fear as an after-reaction to a dangerous situation

Fear (semiotic) as the anticipative (discursive) 
construction of  threats

Fear constitutes a specific and powerful type of  
semiosis, creating “new associations between things
and signs, as well as between the signs themselves, 
and substantially alters existing meanings and 
structures” (M. Lotman 2009b: 1219). As a result, in a 
situation of  fear, societies and discourses can be more
susceptible to associations, actions and conclusions
based on logic and values differing from the ordinary. 

#1 On the semiotic
mechanism of  fear

Lotman, Mihhail 2009b. ‘Hirmusemiootika ja vene kultuuri tüpoloogia. V: Kokkuvõtte asemel. [Semiotics of  
Fear and the Typology of  Russian Culture. V: Instead of  a Conclusion]’. Akadeemia 6: 1217–48.



#2 
Code texts as integrations 
of  discrete and non-
discrete meaning-making



Discrete system of  coding: meaning relies on 
signs, text is secondary (rational, scientific, 
lineaar, verbal)

Continuous system of  coding: the text in its 
entirety provides basis for meaning 
(mythological, iconic, non-linear, spatial)

The creativity in culture relies in the mutual 
dialogue between these two modes of  
thinking; and on their mutual untranslatability

Non-discrete real world vs discrete 
representational structures

Discrete vs continuous (non-
discrete)

Lotman, Juri. 1990. Universe of  the Mind: A Semiotic Theory of  Culture, pp. 36–37; 59–60; 
77.



“A code-text represents a mediating link 
between the mythological and the descriptive 
logic of  signification. [---] The code-text of  
conspiracy theory narrates a story about evil 
lurking behind events (mythological type of  
signification), whereas its parts, such as 
outlining the specificity of  the enemy, the 
connections of  a particular event with other 
events, the particular group of  victims, etc., 
can encompass very different paradigms 
(descriptive type of  signification).” .

#2 Integrations of  discrete and 
non-discrete meaning-making

Madisson, Mari-Liis. 2014. ‘The Semiotic Logic of  Signification of  Conspiracy Theories’. 
Semiotica 2014 (202): 273–300. doi:10.1515/sem-2014-0059



Code-text as a form of  (cultural) 
autocommunication:

“Functionally speaking, a text is used as 
code and not message when it does not 
add to the information we already have, 
but when it transforms the self-
understanding of  the person who has 
engendered the text and when it transfers 
already existing messages into a new 
system of  meanings.”

code-text

Lotman, Juri. 1990. Universe of  the Mind: A Semiotic Theory of  Culture, p. 30.



Golem by Hugo Steiner-Prag - 50 Watts Books, Public Domain, Wikimedia

#3 
From intertext to code
text: the narrative of  the
golem

https://commons.wikimedia.org/w/index.php?curid=114049111


“The story of  the “Great Rabbi Loew”, 
incidentally, is literary fiction from the 20th 
century (Scholem 1969: 189, 1978: 354). The 
golem as the magical helper only emerges in the 
writings of  the 16th century German Hasidim. 
Only after that, combined with Paracelsus’ 
homunculus and making its way through the 
annals of  history, the golem seems to morph 
into the contemporary character of  the 
demonic servant who becomes dangerous and 
“destroys the world, or in any case does a good 
deal of  damage” (Scholem 1969: 197–202).”

The golem

Viidalepp, Auli. 2023. ‘The Expected AI as a Sociocultural Construct and Its Impact on the 
Discourse on Technology’. Dissertationes semioticae Universitatis Tartuensis, p. 48.



#4 
Metaphor, or not really? 
How the concept of  AGI 
activates mythical
connotations



“AGI stopped being a dirty word in the
field of  machine learning,” he says. 
“That was a big change. […] “We have 
people now talking about how far AI 
will go—people who talk about AGI, or
superintelligence.” And it’s not just 
researchers. “Governments are talking
about it,” says Sutskever. “It’s crazy.”

#4 
What is „AGI“?

Heaven, Will Douglas. ‘Rogue Superintelligence and Merging with Machines: Inside the Mind of  
OpenAI’s Chief  Scientist’. MIT Technology Review, 26 October 2023. 

https://www.technologyreview.com/2023/10/26/1082398/exclusive-ilya-sutskever-openais-chief-scientist-on-his-hopes-and-fears-for-the-future-of-ai/
https://www.technologyreview.com/2023/10/26/1082398/exclusive-ilya-sutskever-openais-chief-scientist-on-his-hopes-and-fears-for-the-future-of-ai/


“Technology promises us a life of  
leisure, perhaps even immortality; at the 
same time, intelligent machines are 
always on the verge of  revolting and 
taking over the planet. In such 
eschatological scenarios, robots attack 
their human masters and possibly 
enslave them.”

Apocalyptic AI

Geraci, Robert M. 2007. ‘Robots and the Sacred in Science and Science Fiction: Theological 
Implications of  Artificial Intelligence’. Zygon® 42 (4): 961–80.



In her history of  AI, Pamela 
McCorduck describes how several AI 
researchers she interviewed consider 
themselves as descendants of  Rabbi 
Loew: among others, Marvin Minsky, 
John von Neumann and Norbert 
Wiener.

Rabbi Loew & the golem

McCorduck, Pamela. 2004. Machines Who Think: A Personal Inquiry into the History and 
Prospects of  Artificial Intelligence, pp. 15–16.



#5
Adding fear to the mix: 
from Apocalyptic AI to
the epistemic collapse



The advances in generative AI have led to 
discourses warning about the possible 
sociocultural overload with computer-
generated information on the Internet. This 
dreadful vision of  the future is frequently 
described as “infocalypse” (Schick 2020), the 
proliferation of  “semantic garbage” (Floridi, 
Chiriatti 2020), general erosion of  trust 
(EPRS 2021), or epistemic  anarchy 
(Kalpokas, Kalpokiene 2021; 2022).

#5 Fear of  AI apocalypse & 
epistemic collapse



“A binary structure is organically 
associated with the concept of  
explosion. Within that structure, an 
explosion will assume a global and all-
encompassing character. Everything 
that preceded it is subject to 
destruction, while that which is created 
in its place is imagined not as a 
continuation but as the negation of  
everything preceding it.” (p. 232)

Cultural explosion

Lotman, Juri. 2019. ‘Chapter 16. The Time of Troubles as a Cultural Mechanism: Toward a Typology 
of Russian Cultural History’. In Juri Lotman - Culture, Memory and History: Essays in Cultural Semiotics, 
edited by Marek Tamm, translated by Brian James Baer, 225–43.



“In ternary systems, explosive 
processes rarely penetrate all layers of  
culture. As a rule, what occurs in this 
instance is the simultaneous 
combination of  explosion in some 
cultural spheres and gradual 
development in others.” (p. 172)

Cultural explosion

Lotman, Juri. 2009. Culture and Explosion. Semiotics, Communication and Cognition 1. Berlin; 
New York: Mouton de Gruyter.



“fear can be discursively fuelled by the 
use of  highly ambiguous language”

Ambiguity → fear

Ventsel, Andreas, Sten Hansson, Mari-Liis Madisson, and Vladimir Sazonov. 2021. ‘Discourse 
of  Fear in Strategic Narratives: The Case of  Russia’s Zapad War Games’. Media, War & 
Conflict 14 (1): 21–39. https://doi.org/10.1177/1750635219856552.



#6
Rationality returns with
vengeance: on the
epistemic culture of  
utilitarian longtermism



The group of  ideologies underlying the 
Apocalyptic AI mindset […] rely on a specific 
breed of  neoliberalist value maximisation 
theories. Arguably, longtermism “is not directly 
concerned with the objective value of  options 
and their actual effects” but the potential value 
calculations related to the “expected future 
beings” (which entails the specimens of  Homo 
sapiens alongside uploaded, merged, and any 
other fathomable kinds of  digital or semi-digital 
creatures, possibly dispersed all over the known 
Universe).

#6 Rationality & the epistemic
culture of  utilitarian longtermism

Greaves, Hilary, and William MacAskill. 2021. ‘The Case for Strong Longtermism. GPI 
Working Paper No. 5-2021’. Global Priorities Institute, p. 4. 

https://globalprioritiesinstitute.org/hilary-greaves-william-macaskill-the-case-for-strong-longtermism-2/
https://globalprioritiesinstitute.org/hilary-greaves-william-macaskill-the-case-for-strong-longtermism-2/


“The notion of  epistemic culture is 
designed to capture these interiorised 
processes of  knowledge creation. It 
refers to those sets of  practices, 
arrangements and mechanisms bound 
together by necessity, affinity and 
historical coincidence which, in a given 
area of  professional expertise, make up 
how we know what we know.”

Epistemic culture

Knorr-Cetina, Karin. 2007. ‘Culture in Global Knowledge Societies: Knowledge Cultures and 
Epistemic Cultures’. Interdisciplinary Science Reviews 32 (4): 361–75.



“The dispersal of  this epistemic 
community’s members throughout the tech 
industry, academia, and policy 
organizations ensures their continued input 
into global discourse about AI. […] The 
impact of  this epistemic community, which 
we hereafter refer to as the ‘AI safety 
epistemic community’, extends beyond the 
community’s bounds: non-profit and for-
profit organizations, as well as academic 
research groups, have begun attracting 
sizable donations to fund their work.”

Epistemic community

Ahmed, Shazeda, Klaudia Jaźwińska, Archana Ahlawat, Amy Winecoff, and Mona Wang. 
2023. ‘Building the Epistemic Community of  AI Safety’. SSRN Scholarly Paper. Rochester, 
NY. https://doi.org/10.2139/ssrn.4641526



#7
Concluding remarks



While the prevention of  apocalypse makes for 
an intriguing fundraising argument, the 
proponents of  Apocalpytic AI seem not to 
understand that the overall situation of  the 
world is far from the explosive changes in the 
segment that they observe and envision. 

Because they continuously employ the 
mythological meaning-making — amplified by 
binary thinking — to fill the gaps with dread 
about the future, it is very difficult, if  not 
impossible, to bring this mindset into a 
constructive dialogue with the slower, gradual 
developments taking place in the spheres of  
policymaking and legislation.

#7 Concluding remarks



https://auli.viidalepp.org

Viidalepp, Auli 2024. Apotheosis, apocalypse, and the
epistemic collapse: technology and the semiotics of  
fear. — Signs and Realities: 16th World Congress of  
the IASS/AIS, Warsaw, Poland, 2–6 September 2024. 
doi:10.5281/zenodo.13692243 

Thank you!

https://doi.org/10.5281/zenodo.13692243
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