International Science Index, Electronics and Communication Engineering Vol:2, No:1, 2008 waset.org/Publication/3643

World Academy of Science, Engineering and Technology
Internationa Journal of Electronics and Communication Engineering
Vol:2, No:1, 2008

Optimization of communication protocols by
stochastic delay mechanisms

J. Levendovszky, I. Koncz, P. Boros

Abstract— The paper is concerned with developing stochastic 1l. OPTIMAL STOCHASTIC DELAY MECHANISM FOR
delay mechanisms for efficient multicast protocols and fooath MULTICAST COMMUNICATION
mobile handover processes which are capable of preservgigea
Quality of Service (Qo0S). In both applications the parttipg A- The model
entities (receiver nodes or subscribers) sample a stochtster Let us assume that there is a gra@fV/, £, d), with a node

and generate load after a random delay. In this way, the loath® . 1/ referred to as "sender” and a subset of other nodes
networking resources is evenly distributed which helps &inain . " . " .
QoS communication. The optimal timer distributions haveerbe {rj,j =1,..J} C V referred to as ‘receivers”. There is
sought in different p.d.f. families (e.g. exponential, gowaw and @ Vectorc = (c, ...,c;s) characterizing the distances of each
radial basis function) and the optimal parameter have beend receiver from the sender, and a mat@X the C;; element

in a recursive manner. Detailed simulations have demdestrthe of which describes the distance between receiver rioaed
improvement in performance both in the case of multicast a'i‘gceiver node

mobile handover applications. Upon sending a message, the sender also sends a timer p.d.f.

Keywords— Multicast communication, Stochactic delay mechal® ea_ch rece_iver de_noted biyt) (or specifies a parameter Of_ a
nisms certain density family). When sending feedbacks, the vecsi
sample this timer p.d.f. and wait accordingly. If no feedbac
from other nodes arrives during the waiting period, then a
feedback is generated on the corresponding node. Otherwise
the feedback is suppressed.

FFICIENT multicast communication is one of the toughedt order to formulate the problem, lef; € {0,1} denote the
challenges in packet switched networking and optimal maito random variable expressing whether a feedback is generated
are still under development [5]. One of the difficulties esisrom on nodei (X; = 1) or not (X; = 0). We are concerned
the large amount of signaling information (ACK/NACK) excit®d \ith evaluating the distribution of the aggregated number o

between the server and users which can overwhelm netwodcizap J , :
ties [7]. The objective is to develop stochastic timer disttions for NACKs Y := Zj:l X Our endeavour is to develop some

generating NACK signals which avoid the misuse of bandwideh Optimal timer distributionsf(°?")(¢) in order to achieve some
the NACK signals do not flood the network with overwhelming-si desired properties of the distribution Bf denoted byPy-.
naling information. Therefore, the timer distribution slbguarantee QOne of such desired properties can be given as follows:
that the tail distribution of the number of NACKs is under aayi

threshold. Flor(t) i max P(A <Y < B) 1)
On the other hand, in mobile communication a large number of f(t)

simultaneous reactive handovers has a negative impacteoacttess for a given A and B. Before we delve into solving this

network performance, i.e. they can cause serious QoS dsgrad . . . .
[2], [3], [4]. To circumvent this effect, a stochastic delmechanism problem, we list the possible density families we seek the

can spread the handover requests in time, resulting in a bataeced OPtimum timer p.d.f. within.

network load. To investigate the effect of the random delayghe

handover mechan_lsms_ we have created a queueing model vbfeereB{_ The timer distributions

queues are organised into a tree topology. In this modelesigeues _ ) ) o

represent the performance of various system componenite thie We considered the following timer distributiong¢, w),

load which is caused by a handover request is modeled by &singherew denotes the free parameter(s) subject to optimization:

packet [7]. . - . i
The paper provides novel approaches to these problems by int * the timer density is selected from the exponential distri

ducing a stochastic timer which can smooth out either thel loa  Pution family:
presented by signaling information (ACK/NACK) in the casé o

I. INTRODUCTION

multicast protocol or the handover requests presented ljienasers feap(t,A) =

in b3G networks. The optimal timer distribution has beennfbun

the families of exponential and power law distributions dzh®n _ { l—exlla(—)\) (%) €xp (*%t) 0<t<T

adaptive optimization. The solution can be applied to thetrgeneral otherwise

networking scenario (heterogeneous networks with aryitrandom

link delays). wherew = A. o
« the timer density is selected from the "power-law" distri-

bution family:
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wherew = a. where¥ (w) = P (A <Y < B). This means that we have to

« the timer density is selected from the Radial Basis Funselve the following optimization problem for free paramste
tion distribution family: of the timer distribution functions:

J
t’ ) b =
frer(t;x,m,0) Wopt © max ¥(w) = max P (ASZXiSB> =
i=1

w

S e )’
.. Tie a
= fTZZ;(l _%(t—;ni )2(“ O S t S T B J
i=1 1€ Il
0 otherwise max ) ( ! )p(W)l (I=p(w))" .
I=A
wherew = ,( m, o), K Qenotes the number of COMPO 16 10 the fact that the binomial distribution is differeie
nents ,z; (i =1,...,K) is the weight of componeni

: with r i n is differentiable with r t
m; (i =1,...,K) is the "mean" value of componeft espect top(w) andp(w) is differentiable espec

ando is Fhe common variance. o ) by the gradient search method:
The RBF family has the advantage that it is a universal approx

imator in L2, thus it can capture almost afy? measurable Wkt1 = Wk + Opgrad¥(wy),
density function. The corresponding distribution funngaan . .
be expressed as follows: whered; is referred to as a relaxation parameter.

o Exponential timer:

0 t<0

1—exp(—2t
Fexp: *(—TA)) OStST

1 T<t

delays

0 t<0 : . . .
P (L)a 0<< f<T the same random variable. This random variable is supposed
pow = 1T Tt to follow either a Gaussian or a uniform distribution. We
characterized both of these distributions by their mean and
o RBF timer: variances. Therefore our objective function can be exprkss
P B as follows:
RBE = U (wle) = P(A <Y < Ble)
0 t<0
1 —m; 2
5wt () = 5.0 (wle) = [ 9 w.0) g0
- P L 0<t<T
fD Zi:l Ti€ 2 7 dl 1 7ﬂ . . .
i T <t whereg(c) = —==e~ 27" in the case of a normal distri-

bution andg(c) = 1+ in the case of a uniform distribution,

. L . s _ V12 _ V12
C. Timer optimization assuming deterministic homogeneofy§€reL =m — 5= andU = m + 5.

delays Now we have to perform the following optimization problem

. . based on (3):
A homogeneous network is characterized by a graph Wllah 3) o
« Normal distribution:

uniform link delays denoted by. Now, with the distributions

at hand,P(X; = 1) can be calculated based on the following T 1 (e=m?
expression ¥w) = K [ W wle) e T e
0 2o
p(w) =P(X;=1)= (2)
where K = L
et ! fT \/L ef(L%’g) de
2mo
= / flt—c,w) J[ (1= F(t—2¢,w))dt. « Uniform distribution:
¢ J=Lj#i min(T,U) 1
ILis clear thaty’ = 37, X; follows a binomial distribution, Viw) = Z./max(o,L) vl e
thus
— _ U—-L
B J I whereZ = fmin(T-,lU) 1 min(T,U)—max(0,L)"
P(A S Y S B) = Z ( ) p(w)l (1 _p<W)) - ] max(0,L) U—L . .
Pyt ! As a result, it can be proven that the obtaingdw) is

differentiable again with respect to which means thadv,,:

Sincep is a function of vectow, therefore our objective is maxy ¥(w) can be solved by gradient search:

to find
Wopt : Max U(w), (3) Wkt1 = Wi + 0rgrad¥ (wy).

International Scholarly and Scientific Research & Innovation 2(1) 2008 121 scholar.waset.org/1307-6892/3643

to w, the optimization problem set forth by (3) can be solved

D. Timer optimization in the case of random homogeneous

As in a real communication network the link delays are
random, parametet is assumed to be a random variable
« Power-law timer: with density g(c). This case is referred to as "random and
homogeneous" as each delay in the graph changes subject to
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Calculate general objective function

Homogen Deterministic Link Delay

L EPE —— Kot S G T Sty §Exp: Ploptf0<=A of NACKS<=7|=0.661, fambdafoptj= 2.21, fime: 1.0 sec
* p— inerllsa\rrll ;i:;?r?h:li:ﬁ tak‘essf.ll:]u:;le:nnds Pow, P[uptl[l](=¥ of NACKS(:TI:UM E- aIDDﬂ= ]55: time: 0.0 sec

RBF: Plopf[0<=# of NACKs<=7]=0.981, wloptj= 4.43, time: 0.0 sec

N
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Fig. 2. Probability of aggregated NACK message numbéer$0( <
Y < 7)) for several timer distributions in the case of 15 receivers

Fig. 1. Expected number of feedback messages dependent on With deterministic and homogenous(a) , and non homogenioks |
number of receivers. delay

E. Numerical results
timer delay value was sét = 10. Furthermore, we assumed
that the link delays are subject to a uniform p.d.f. Basechen t

as a function of the number of recievers in the case 8 timizedw parameters, the obtained performance is indicated

homogenous deterministic delays. The length of the del : o ;
<Y <
interval wasT = 10¢, while the parameter of the stochasticf1 Figure 3, where the probability(0 < " < 7) is plotted

. L . .~ againstE(Y).
timer distribution was set ta = 10 in the case of exponential; 9 (¥)
anda = 10 in the case of power law distribution. The obtained
resqlts are depicted by Figure (1). The simulqtio_ns were T
carried out for exponential, power law and RBF distribution BExp: Plopt{0<=1 of NACKs<=7=0.681, time: 17.0 sec
i Pow: Plopt]{0<=# of NACKs<=7]=0.611, time: 18.0

It can be mferred. that the number of NACKs can further S Plﬁgt“u(:““mNACK@(:TI:UMt'im';:wﬂ.u?:c

be decreased by using RBF. Furthermore, one can investigate

the probability of the number of NACKs falling into a pre- I
RBF

We have investigated the average number of NACKE)E(

delay distribution the optimak parameter (which maximizes
the probability that the number of NACKs falls into the
region0 <Y < 7)is Aope = 2.21 , while in the case of R EA
power-law distribution the optimal value ig,,; = 1.55. The Fineel

maximal probability that the number of NACKs falls into the
region0 < Y < 7 is 0.661, while in the case of power-
law distribution the maximal probability is 0.416. The RBF

. . . S Fig. 3. Probability of aggregated NACK message numbéer$0( <
function gives the best result, the optimal probability i381. Y < 7)) for several timer distributions in the function of 'mean’

) parameter, and in the case of RBF method
Secondly, numerical results have been calculated for the ca

of inhomogeneous and deterministic link delays by using
exponential, power-law and RBF timer distributions. The From this figure, one can see that for lower mean delay
corresponding numerical results are shown in figure 2. values the timer distributions yield nearly the same perfor
One can see that in the case of exponential delay distributimance, while in the case of higher mean delay values the
the optimal\ parameter (which maximizes the probability thaRBF distribution gives a much better performance. This come
the number of NACKs falls into the regiod < Y < 7) is down to the extraordinary approximation capabilities offRB
Aopt = 1.64 , while in the case of power-law distribution theln the case of inhomogeneous random link delays we tested
optimal value isa.,: = 1.45. The maximal probability that the methods with exponential, power-law and RBF timer
the number of NACKs falls into the regiotd < Y < 7 is distributions on the same network topology. The possible

determined interval. The corresponding results are ineita
by Figure 2. One can see that in the case of exponential

Timers

0.683, while in the case of power-law distribution the maadim link delays werec_; = 0.3 msec,¢ = 1.1 msec and
probability is 0.611. The RBF function gives the best result; = 1.9 while the the average delay wds(cy) = 0.99).
the optimal probability is 0.823. The maximal timer delay value was $Et= 10. Based on the

optimizedw parameters, by using the RBF method borrowed
In the case of homogeneous but random link delays, we tesfesm reliability analysis the obtained performance is shdowy
a network which included 15 receivers too, and the maximgigure 3.
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[1l. STOCHASTIC DELAY MECHANISM FOR SMOOTH C. Handover processing in queueing scenarios - the single
HANDOVER queue approach

The rapidly growing bandwidth demand in mobile appli- A G/D/1 queueing model can be used to represent the
cations accelerated the development of novel mobile comnhandover process, where the queue length fulfils the foligwi
nication technologies leading to the concept of Beyond-3§tochastic differential equation:

Networks (B3G). This concept is fully based on the Internet "

Protocol (IP) and is not restricted to any specific access q(k+1)=[q(k) =117 +Y (k+1). ©)
technology or mobility protocol. Therefore, the mostimpot  Here ¢ (k) stands for the number of waiting requests in the
properties of the B3G networks are mobility support, highueue with a length of. packets andy (k) denotes the
throughput, and Quality of Service (QoS) provisions. number of arriving requests at timle Y (k) is a stochastic
To ensure QoS communication, upon a handover requggtiaple.

the mobile nodes sample a stochastic timer and handovefrhe stationary distribution of the queue lengthcan be

is initiated only after the sample expires. In this way, thgaiculated by solving the equatioh= P7. Based or the

handover requests are spread in time so that each one camBe parameters (cell loss probability and the mean celyjlela
processed accordingly and the radio link will not be corg®@stcan pe calculated as

at all. As a consequence, QoS can be maintained and more o I
2k kYo mProikg

effective resource utilization becomes possible. Prcil 1oss = e (10)
iy M
A. The model q
Based on the general properties of the B3G networksag L
gueueing network model is constructed to find an optimal E(q) = kak. (11)
handover strategy. This model takes the additional praugss k=1

load which is generated by a handover which appears\g: assume that no packets are waiting at titner(k) =
different levels of network hierarchy into account. As aues [ (k), m, (k),..., =, (k)] = [1,0,...,0]. [1] Thus, x(1) can

the stochastic timer described by a p.d.f. will determings \yritten as

the input distribution of a hierarchical queueing network. (1) = 7(0)P(0), (12)
Our analysis aims at deriving the QoS parameters (Packet

Loss Probability and Mean Packet Delay) based on ti@d consequently,

stationary distribution of this queueing network. In thiayy b1
the analytical relationship between the timer p.d.f. and5Qo n(k) = 7(0) H P(k). (13)
measures can be revealed and the parameters of the timer =0

p.d.f. can be subject to optimization for guaranteeing gmo
handover in terms of optimal QoS parameters.
The p.d.f. of the stochastic timer introduced to avoid lar

our goal is to find an optimal stochastic timer distribution
ggg“a)mrwhmh

load caused by simultaneous handovers is denoted (by w) min

The investigated p.d.f is the truncated exponential dieedri Jopt” (1) : w (Pcell loss(k)»E(q) (k)) ) (14)
in Section 1. Users initiating handover sample this staithas

timer and the handover will commence if the random time Vkel0,...,J]

provided by the stochastic timer has elapsed. [7], [5], [6] \ye seek the optimal timer distribution in the family of trun-

cated exponential and a Radial Basis functions, which yaeld

B. Modeling the input process generated by the handover one- or multi-dimensional optimization problem, respesdj.

Let p, = [/**' f(t)dt denote the probability that the _ _ _ _
sampled timer expires in the time interval in the;tj1]. D. Handling handovers in a hierarchical network structure

The input process generated by the handover is denoted byueues are connected according to a tree topology. In the

Y (k) has the following distribution following example a two-level queueing system is described
P(Y (k) =n|N (k) =m) = 4) (see figure 4) where two G/D/1/L queues are connected to a
third one. A handover request can enter the system on the
= ( " )pZ (1—p)™", (5) lower level and it is considered to be successful if it leaves
" the upper and lower buffer with minimal delay.
where
P(N(k)=m) = (6) qi(k+1) = [q(k) =117 + Yi(k + 1) (15)
kA m _ o+
_ ( N O > ( 0 dt) . @ Gk +1) = [ga(k) — 17" + Ya(k+1)  (16)
0 Qk+1)=1Q(k) — 11" +U(k+1) (17)
LA N(0)—m
1- f @) de . 8
( o ) ®) "
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Fig. 4. A two-level queueing system
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Considering thatY; and Y, are independent, it can berig. 5. Queue utilization and handover failure probabiliisen no stochastic
written: timer is used
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Our goal is to find the optimalfg‘t/) stochastic timer

s Fig. 6. Queue utilization and handover failure probabilithen using an
distributions so that exponential timer distribution

min

f((,;‘:) (t) . W (Pcell loss(k)a E (k)) s (25)
E. Numerical results

vk e[0,....J] For performance analysis, the following parameters were

used: queue length is 10 requests, service time is 1 request

where based on equation (10) and (11): per unit time, the number of mobile nodes is 20. In a working

_ 2 network configuration the service time is in the range of D.1-
Pcell_loss(k) - ( 6) .
3 ms, depending on the performance of the components. Based
_ Pc(fz)z ross(K) + (27) ©n this if we transform our values f_or a real configura’_[io_n
= then we can say that a handover is successful only if its
1 3 serving latency is below 2-20 ms. If the delay is more than
+P(§el)l_loss(k)chel)l_loss(k) + (28)

this (the queue runs over) the handover is considered to be
+Pcfl)l loss(k)Péf}l loss (k) (29) unsuccessful, and handover request retransmission occurs

- - In figure 5 the handover-request-queue utilization and han-
dover failure probability is shown when no stochastic tinser

E(k) = maz(EW (k)4 (30) used.
9 out of 20 requests are dropped, this indicates that a delay
E<3)(k=),E(2)(k) + E(3)(k:)) mechanism should be used to lower the load on the network.
In figure 6 the effect of an exponential timer distributiorttwi
Vke[o,...,J] parameter\ = 0.5 is shown. It can be seen, that the overall

utilization is much better now and the failure ratio staysaon
Since equation (14) and (25) has transformed the problenoderate level as well.
of finding the proper timer distribution into a multidimen- In figure 7 the queue utilization and cell loss probability is
sional optimization problem, here we focus on the numericshown when using near-optimal timer distribution for a &ng
approaches of optimization. gueue model. The utilization in the early phase is high, and i
To find an optimalf ") (t) we used exhaustive search orflecreasing with time. The cell loss probability is accefstab
the discretised timer distribution. The maximum allowdbks as well.
probability was 0.05. In figure 8 the used stochastic timer distributions are shown
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IV. CONCLUSIONS

In this paper novel stochastic delay mechanisms have been
developed for optimal multicast and handover performalrce.
both applications the participating entities sample alsstic
timer and generate load after a random delay. In this way,
the load on the networking resources is evenly distributed
which helps to maintain QoS communication. The optimal
timer distributions have been sought in different p.d.milges
(e.g. exponential, power law and radial basis function) and
the optimal parameter have been found in a recursive manner.
Detailed simulations have demonstrated the improvement in
performance both in the case of multicast and mobile handove
applications.
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