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A B S T R A C T

Autonomous and connected vehicles are rapidly evolving, integrating numerous technologies and software.
This progress, however, has made them appealing targets for cybersecurity attacks. As the risk of cyber
threats escalates with this advancement, the focus is shifting from solely preventing these attacks to also
mitigating their impact. Current solutions rely on vehicle security operation centers, where attack information
is analyzed before deciding on a response strategy. However, this process can be time-consuming and faces
scalability challenges, along with other issues stemming from vehicle connectivity. This paper proposes a
dynamic intrusion response system integrated within the vehicle. This system enables the vehicle to respond
to a variety of incidents almost instantly, thereby reducing the need for interaction with the vehicle security
operation center. The system offers a comprehensive list of potential responses, a methodology for response
evaluation, and various response selection methods. The proposed solution was implemented on an embedded
platform. Two distinct cyberattack use cases served as the basis for evaluating the system. The evaluation
highlights the system’s adaptability, its ability to respond swiftly, its minimal memory footprint, and its
capacity for dynamic system parameter adjustments. The proposed solution underscores the necessity and
feasibility of incorporating dynamic response mechanisms in smart vehicles. This is a crucial factor in ensuring
the safety and resilience of future smart mobility.
1. Introduction

In recent years, there has been remarkable progress in the devel-
opment of smart vehicles. Today’s vehicles resemble interconnected
networks on wheels, with numerous embedded computers, called Elec-
tronic Control Units (ECUs), linked through various types of networks,
hosting an extensive number of software components totaling over a
hundred million lines of code. Moreover, these networks incorporate
various intelligent sensors (such as cameras, LiDAR, radar, etc.) and
different connectivity technologies that enhance the vehicle’s ability
to perceive and interact with the surrounding environment, thus bol-
stering autonomy and minimizing the reliance on human intervention.
However, with the rise of connectivity and the softwarization of vehi-
cles, the vulnerability to cyberattacks targeting these systems has also
escalated (Upstream, 2022).

Recently, there has been a growing interest in addressing the se-
curity threats that may target smart vehicles. For instance, the ISO
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21434 (International Organization for Standardization, 2021) stan-
dard has been introduced, with a significant portion dedicated to the
development of threat analysis and risk assessment methodologies.
Moreover, the field of intrusion detection and prevention in the au-
tomotive domain has witnessed extensive research, leading to various
avenues for research (Kim et al., 2021). However, despite these efforts,
the number of attacks targeting smart vehicles continues to rise (Up-
stream, 2022). This is to be expected, as security is not absolute, and
we must acknowledge that complete prevention of all security threats
may not be attainable. Therefore, greater emphasis should be placed
on defining how the system should behave when confronted with such
unavoidable attacks.

The cybersecurity incident response is an integral aspect of security
management, as outlined in ISO/SAE 21434 within the operational and
maintenance clause (International Organization for Standardization,
2021). Based on the standard, this process aims to provide remedial
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Fig. 1. On the left side, the current vehicle system shares attack information with the VSOC but often has to wait for extended periods to receive necessary security patches and
updates. This waiting period puts the vehicle in a malicious status (red, diagonal lines). On the right side, the vehicle can select and implement security solutions to avoid the
long waiting time for security patches and updates and return to normal status (green, cross diagonal lines).
actions and updates, which may involve post-development changes to
address security vulnerabilities. The process necessitates the vehicle to
share cybersecurity information about the vulnerability that triggered
the cybersecurity incident response. Being part of the ISO/SAE 21434,
it is now imperative that manufacturers comply with new regulations
by having a cybersecurity management system that oversees the cyber-
security activities and processes in the product life-cycle. To achieve
this, Vehicle Security Operation Centers (VSOCs) will be utilized to
support monitoring (Barletta et al., 2023; Sembera, 2020; Olt, 2019).
Such VSOCs will employ expert teams that continuously analyze data
collected from all connected vehicles, enabling automakers to swiftly
and efficiently address security incidents (Olt, 2019). Although it is
arguable that numerous tasks within a VSOC could be automated, the
challenge of scalability persists, especially considering the extensive
fleet of connected vehicles and the immense data volumes accumulated
by each vehicle, reaching terabytes (Wright, 2021). The transfer and
processing of such data turn out to be significant issues, particularly in
urban areas with hundreds of cars per vicinity, leading to bottlenecks.
Additionally, the connectivity itself could be an attractive target for
attackers. In this context, the integration of VSOCs into the smart vehi-
cle ecosystem demands solutions for addressing connectivity challenges
between vehicles and the VSOC, as well as managing privacy concerns
tied to shared data (Hamad and Steinhorst, 2023).

Finally, and more importantly, there is a need to ensure a near-real-
time response to security attacks. Taking into account the need for a
human in the loop, as well as the latency introduced by high-volume
shared data and communication between the vehicles and the VSOC,
achieving a near-real-time response seems unrealistic. This perspective
is supported by the European Union Agency for Cybersecurity (ENISA),
which has cautioned that responding to high-criticality attacks could
potentially take days or even weeks (ENISA, 2019). The scenario of
extended waiting presents a dilemma, with two options, each having its
own disadvantages. Allowing a vehicle to operate with a compromised
component due to extended waiting for a security update is far from the
ideal situation. Alternatively, suspending the compromised component
until the security update is received might not be the best course of
action either, particularly if the component plays a crucial role in
operations.

Contributions: Therefore, there is a need for vehicles to be equipped
with the capability to swiftly respond to cyberattacks. However, having
such a capability requires the answering of three main questions (see
Fig. 1): Q1: What are the possible responses that can be taken? Q2:
What factors need to be considered when evaluating these responses?
Q3: How to select one or more of these responses at the run-time based
on the responses’ evaluation? This paper aims to address these ques-
tions by investigating and categorizing potential responses according
to the impact of various cyber attacks to which each response aims to
2

react. Additionally, the paper presents a dynamic risk assessment and
cost evaluation for attacks and responses, utilizing given data such as
attack information and vehicle status. This assessment supports the se-
lection of suitable responses. Furthermore, the paper explores different
approaches for response selection, conducts comparisons, and identifies
those best suited for automotive systems. Lastly, the paper introduces
an intrusion response system, referred to as REACT, evaluates it using
two attack scenarios, and discusses both the quality of the responses it
generates and its overall efficiency. In summary, the main contributions
of this paper are as follows:

• We conduct a comprehensive review of existing intrusion re-
sponse strategies for IT systems and map them to automotive
systems, considering the unique characteristics of automotive
attacks and automotive system architectures (see Section 2).

• We propose a novel method for calculating the cost and response
benefits by extending existing risk assessment approaches specific
to automotive systems (see Section 3).

• We explore a range of algorithms for selecting appropriate re-
sponses, conduct comparative analyses, and identify the most
suitable algorithms for automotive systems, proposing their adop-
tion to enhance automotive security (see Section 4).

• We introduce REACT, a comprehensive automotive IRS, and pro-
vide an open-source prototype1 (see Section 5).

• We demonstrate the feasibility and applicability of the proposed
automotive IRS through evaluations using embedded platforms
and two attack scenarios. Findings indicate that the system can
adapt to different scenarios, makes response selections quickly
(average 30 ms for the worst-case algorithm), has low mem-
ory overhead, and dynamically adjusts system parameters (see
Section 6).

2. Response strategies

The purpose of this section is to address the first question (Q1)
about possible response strategies. To do so, it is critical to have a
deep understanding of the system as well as the potential attacks and
threats it may face. Therefore, this section introduces the design of
an automotive reference architecture, discusses the potential threats
that may arise, and provides a comprehensive summary of the different
response strategies that can be utilized to mitigate these attacks.

1 https://github.com/mohammadhamad/REACT.

https://github.com/mohammadhamad/REACT
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Fig. 2. Reference vehicle architecture with possible attack surfaces (orange).

.1. Automotive reference architecture

In order to understand how IRS can be integrated into modern
ehicles and the potential responses they can provide, it is essential
o first understand their system architecture. Fig. 2 presents a generic,
ealistic and comprehensive reference architecture that can be found
n modern vehicles. It is notable that a modern vehicle includes highly
interconnected subsystems. The figure also shows how modern vehicles
have many embedded devices, known as ECUs, which are distributed
llover the vehicle, communicating among themselves via different
ypes of networks such as CAN, Flexray and Ethernet. These ECUs
re grouped in different domains or zones based on the functionality
uch as infotainment, Advanced Driver Assistance Systems (ADAS),
owertrains, etc. Besides ECUs, modern vehicles are equipped with
any sensors (e.g., cameras, LiDAR, etc.), advanced communication

echnology for connecting with the external world, and diagnostic ports
e.g., OBD-II) that collectively form a significant attack surface for
ifferent types of attacks and threats (Checkoway et al., 2011). The un-
estricted or/and uncontrolled interaction among all those components
uts the whole system in danger. Attackers could launch a stepping-stone
ttack (Ullah et al., 2020), where they compromise a non-critical ECU
ith weaker security (e.g., the infotainment system), in order to gain

ontrol of a more crucial one (e.g., engine control) (Miller and Valasek,
015; Costantino and Matteucci, 2023). All these characteristics of the
ehicle architecture suggest that any proposed IRS should take into
ccount the constrained resources and the highly interconnected and
istributed nature of a vehicular system.

.2. Threats and attacks

Threat Analysis and Risk Assessment (TARA), an essential com-
onent of ISO 21434, is employed as a systematic way to identify
nd assess cybersecurity threats and risks in the automotive industry,
acilitating the implementation of effective mitigation strategies. Since
ARA does not dictate a specific method to identify threats, various
ethods have been proposed, such as STRIDE (Karahasanovic et al.,
017), SAVTA (Hamad and Prevelakis, 2020), attack trees (Henniger
t al., 2009; Hamad et al., 2016), and many others (Luo et al., 2021).
ollowing the methodology of TARA, these methods provide a com-
rehensive list of threats and attacks that may target the vehicular
ystem and offer preventive measures. However, they do not address
he reactive measures required for an automotive IRS.

Using the list of threats and attacks to create a response for each
f them seems to be not ideal due to several challenges, including the
3

Fig. 3. Classification of intrusion results and examples of attacks for each possible
intrusion result.

large number of attacks and the requirements for precise information
about each attack, which must be provided by the Intrusion Detection
System (IDS). This challenge becomes evident when considering Zero-
Day attacks, where information about such attacks may not be available
to the IRS at the time of detection by the IDS. Even if an anomaly-based
IDS shares some information about the attack pattern with the IRS, a
response solely based on known attack patterns may not sufficiently
react to these Zero-Day attacks. Therefore, the most effective approach
is to enable the IRS to understand the situation it aims to respond to.
This involves focusing on the impact or outcome of different attacks
rather than solely on the attacks themselves.

To achieve that, we have developed a model, illustrated in Fig. 3,
which represents the actual results of intrusions collected from various
research works. The model encompasses five main attack outcomes,
each of which can result from multiple types of attacks. Examples of
these attacks are depicted in the outer nodes of Fig. 3. Also, to reflect
the outcome of stepping-stone attacks, the model links the different
outcomes to demonstrate that certain attacks may cause a series of
results. The five attack outcomes are:

• Falsify/Alter Information: Different attacks have the potential to
modify information on a bus or within an ECU. It is important
to note that not every alteration of information automatically
results in undesirable behavior. For instance, adversarial sam-
ples (Mahima et al., 2021), such as incorrect classifications of ob-
jects detected by a camera, may not necessarily lead to incorrect
behaviors.

• Falsify/Alter Timing: This outcome typically occurs as a result of
attacks targeting the communication buses of the vehicle (Wolf
et al., 2004; Lokman et al., 2019) or the real-time tasks on the
ECUs (Hamad et al., 2018).

• Information Disclosure: This outcome is the result of attacks, such
as spoofing, eavesdropping, and others, that aim to allow at-
tackers to gain unauthorized access to sensitive information ex-
changed during communication or stored within the ECUs (Cui
et al., 2019).

• System Unavailability: This outcome typically occurs as a result
of Denial of Service (DoS) attacks that aim to cause a loss of
availability for a specific component or subsystem in the ve-
hicle (Palanca et al., 2017). Such attacks can lead to severe
damage to the system, especially if they target high-critical com-
ponents (Alrefaei et al., 2022).
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Table 1
Classification of generic responses to intrusion results.

Intrusion result Response index. response

Falsify/Alter timing 1. Use of redundant information (Hamad et al., 2021), 2. Correction of timing (Papadaki et al., 2003; El-Rewini et al., 2020), 3. Force
additional authentication (Anwar et al., 2015), 4. Restart the device/system (Kholidy et al., 2016), 5. Change settings (Hughes et al.,
2020), 6. Redirect traffic (Hughes et al., 2020), 7. Re-initialization (Herold, 2017)

Falsify/Alter information 1. Use of redundant information (Reallocation) (Hamad et al., 2021), 3. Force additional authentication (Anwar et al., 2015), 4. Restart
the device/system (Kholidy et al., 2016), 8. Create a backup (Chevalier et al., 2019), 5. Change settings (Hughes et al., 2020), 7.
Re-initialization (Herold, 2017), 9. Correct protocol specification faults (Herold et al., 2016), 10. Split or merge functions (Yarygina and
Otterstad, 2018)

Information disclosure 11. Issue authentication challenges (Papadaki et al., 2003), 12. Re-enforce access control (Anuar et al., 2012), 3. Force additional
authentication (Anwar et al., 2015), 13. Introduce a honeypot (Anuar et al., 2012), 4. Restart the device/system (Kholidy et al., 2016),
14. Modify firewall (Hughes et al., 2020), 6. Redirect traffic (Hughes et al., 2020), 10. Split or merge functions (Yarygina and
Otterstad, 2018), 7. Re-initialization (Herold, 2017), 15. Network isolation (El-Rewini et al., 2020)

System unavailability 1. Use of redundant information (Reallocation) (Hamad et al., 2021), 12. Re-enforce access control (Anuar et al., 2012), 13. Introduce a
honeypot (Anuar et al., 2012), 4. Restart the device/system (source or destination) (Kholidy et al., 2016), 14. Modify firewall (Hughes
et al., 2020), 6. Redirect traffic (Hughes et al., 2020), 10. Split or merge functions (Yarygina and Otterstad, 2018), 7. Re-initialization
(Herold, 2017), 16. Limit resources of the attacker (Chevalier et al., 2019), 17. Safe mode (Hamad et al., 2019)

Falsify/Alter behavior 1. Use of redundant information (Reallocation) (Hamad et al., 2021), 18. Correction of behavior (Papadaki et al., 2003), 9. Correct
protocol specification faults (Herold et al., 2016), 3. Force additional authentication (Anwar et al., 2015), 19. Restart the miss-behaving
system (Kholidy et al., 2016), 5. Change settings (Hughes et al., 2020), 10. Split or merge functions (Yarygina and Otterstad, 2018), 7.
Re-initialization of the miss-behaving device (Herold, 2017), 17. Safe mode (Hamad et al., 2019), 8. Create a backup (Chevalier et al.,
2019)

General 20. Isolation (Hamad et al., 2021), 21. Limit communication of malicious system (Hamad et al., 2021), 22. Drop packets (Kholidy
et al., 2016), 23. Trace communication (Hamad et al., 2021), 24. Introduce additional logging (Anwar et al., 2015), 25. Block network
traffic (Anuar et al., 2012), 26. Kill process (Hamad et al., 2021), 27. Reduce trust level of the source (Hamad et al., 2021), 28.
Perform a security auditing (Hamad et al., 2019), 29. Request/Perform software update (Papadaki et al., 2003), 30. Notify Security
Operations Center (SOC)/administrator (Anwar et al., 2017; Anuar et al., 2012), 31. No action (Anwar et al., 2017), 32. Adapt
parameters for IDS (Heigl et al., 2018), 33. Warn/inform other ECUs (AUTOSAR, 2020; Hamad et al., 2021)
• Falsify/Alter behavior: This outcome is the result of tampering at-
tacks that specifically target the components, data, or parameters
of a system with the intention of altering the system’s intended be-
havior and achieving unauthorized or malicious outcomes (Miller
and Valasek, 2015). While this intrusion outcome may appear
similar to falsify/alter information, the key distinction is that in
falsify/alter information attacks, the goal is to tamper with the
information itself without the explicit method of changing the
system’s behavior, even though it may indirectly lead to such
changes.

.3. Response possibilities

After classifying the outcome of the attack, it becomes easier to
etermine which responses can be used to address that particular
utcome and handle the attacks that cause it. In order to do so, we
ave examined typical responses discussed in both the automotive and
on-automotive domains. It should be noted that while some research
apers in the automotive domain have discussed the need for responses
o certain attacks, there is currently no comprehensive research that
ists and classifies all possible responses. Furthermore, it is important
o consider that some of the responses we collected were originally
esigned for computer networks and may not be directly applicable
o automotive bus systems due to the lack of specific security mech-
nisms (El-Rewini et al., 2020). For example, response actions such as
P address changes or port blocking (Anwar et al., 2015) are highly
pecific to Ethernet and higher protocols such as IP, and therefore have
imited suitability for certain aspects of communication in vehicles.
o address this challenge, we have defined a list of generic responses
hat are specific enough to be applied in an automotive IRS, while
lso being adaptable to constrained and potentially insecure devices.
able 1 provides an overview of the different responses based on the

dentified attack outcomes. In addition, we have included a ‘‘General’’
ategory that encompasses responses applicable to all five categories.
or more detailed information about each response, please refer to the
espective sources cited in Table 1.
4

3. Dynamic cost and impact evaluation

In this section, we will address Q2 by outlining the key factors
required to enable the selection of the most effective response by
the IRS. These factors can be categorized into two groups: intrusion-
related factors, which pertain to the attack’s impact and risk, and
response-related factors, which concern the cost and benefit of the chosen
response.

3.1. Intrusion-related factors

3.1.1. Intrusion properties
For each detected intrusion, the following properties need to be

determined:

• Source of the intrusion: This represents the component from which
the attack was launched. Referring to the automotive reference
architecture depicted in Fig. 2, sources can include entities from
the attack surface as well as external attackers targeting any of
these components.

• Destination of the intrusion: The attacked entity can be described
as the destination of the intrusion. This could be ECUs, sensors,
or bus systems.

• Intrusion result: This refers to one of the outcomes that were previ-
ously defined in Section 2.2. Similar to the source and destination
of an intrusion, this information is also provided by an IDS.

• Intrusion impact : This information serves to depict the impact of
the intrusion on the system and is essential for evaluating the risks
during the attack.

3.1.2. Dynamic attack impact assessment
To assess the potential risks associated with an intrusion, it is

necessary to understand the impact of the attack and the likelihood of
its occurrence (International Organization for Standardization, 2021;
Lautenbach et al., 2021). To calculate the impact of the intrusion,
many methods were already adopted such as HEAVENS (Islam et al.,
2016). HEAVENS classifies the impact of a given threat based on four
metrics (Wang et al., 2021b; Luo et al., 2021):
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1. Safety impact, denoted as 𝑆 with 𝑆 ∈ {0, 10, 100, 1000}
2. Financial impact, denoted as 𝐹 with 𝐹 ∈ {0, 10, 100, 1000}
3. Operational impact, denoted as 𝑂 with 𝑂 ∈ {0, 1, 10, 100}
4. Privacy impact, denoted as 𝑃 with 𝑃 ∈ {0, 1, 10, 100}

In the original HEAVENS method, the overall impact 𝐼 is calculated
s a sum of the four single impacts as depicted in Eq. (1) (Wang et al.,
021b).

= 𝑆 + 𝐹 + 𝑂 + 𝑃 (1)

One issue with the impact calculation, as presented in Eq. (1), is the
veremphasis on safety and financial parameters. This skewed empha-
is not only complicates the comparison and independent evaluation
f the four metrics but also renders it unsuitable for an automotive
RS. In the automotive context, safety and operational considerations
ypically outweigh financial and privacy-related aspects for most au-
omotive functions. Considering the aforementioned issue, we propose
ormalizing all possible values to 0, 1, 10, 100, representing no, low,
edium, or high impact for each of the four metrics in HEAVENS.

Another limitation of the current risk assessment methods, includ-
ng HEAVENS, is their failure to account for dynamic environmental
actors, such as run-time context, operational status, and the surround-
ng environment. This gap may arise because HEAVENS is primarily
pplied during the design phase, making it somewhat oblivious to run-
ime conditions. To address this challenge and enhance the method’s
pplicability for use within automotive IRS, we introduce a new metric
ermed ‘‘Environment’’, denoted as 𝐸. This metric, 𝐸, encompasses
ynamic factors that are crucial for assessing intrusion impact (Hamad
t al., 2021). Potential inputs that can be used to derive the envi-
onmental parameter 𝐸 include vehicle speed, road conditions, the
roximity of nearby objects, and more. These parameters can exert
ignificant influence, as a single intrusion may yield different impacts
epending on physical and environmental considerations.

The final enhancement option for the HEAVENS method involves
he capability to dynamically adjust the assessment of intrusion impact.
ollowing a successful intrusion response, it may become evident that
he stored parameters for 𝑆, 𝐹 , 𝑂, 𝑃 , and 𝐸 require a different rep-
esentation. HEAVENS currently confines impact values to 0, 1, 10, 100,

and a simple adjustment to a new value could result in significant over-
representation. To address this issue, introducing weights for each of
the five evaluation metrics (𝑤𝑆 , 𝑤𝐹 , 𝑤𝑂, 𝑤𝑃 , and 𝑤𝐸) offers a valuable
mechanism for accommodating learning and adaptation processes. The
optimization proposals discussed earlier to transform the calculation of
intrusion impact using the HEAVENS method into a dynamic process
lead to Eq. (2).

𝐼 = 𝑤𝑆 ⋅ 𝑆 +𝑤𝐹 ⋅ 𝐹 +𝑤𝑂 ⋅ 𝑂 +𝑤𝑃 ⋅ 𝑃 +𝑤𝐸 ⋅ 𝐸 (2)

Utilizing dynamically adjusted static values for 𝑆, 𝐹 , 𝑂, and 𝑃 ,
each incorporating their respective weights, in addition to dynamically
acquired values for 𝐸 along with an adapted static weight. In cases
involving specific automotive architectures, the equation can also be
applied in a more granular fashion for particular assets. Initial values
for all these parameters can be established by security experts, drawing
upon their experiential knowledge.

The source and destination of the attack are employed to determine
the attack’s location, aiding in the calculation of the subsequent at-
tack likelihood, especially when considering step-stone attacks, across
various parts of the system. This assessment of attack likelihood, in
conjunction with the evaluation of attack impact, contributes to the
overall risk assessment.

3.2. Response-related factors

3.2.1. Response properties
Similar to the intrusion, each response will have five properties that
5

need to be identified:
• Actual action: They refer to the actual actions taken in the event of
an intrusion. These actions can be selected from those presented
in Table 1.

• Precondition: Some responses may require preconditions that must
be met. These preconditions can be expressed as Boolean expres-
sions and serve as prerequisites to trigger the response.

• Place of application: Refers to the location where the response will
be implemented. A response can be applied either at the source
entity of an intrusion, the destination, or at both locations.

• Stop condition: Refers to the condition for which the implemented
response should cease. This condition can be related to a specific
time (Lopes and Hutchison, 2020), the successful reestablishment
of security policies (Hamad et al., 2021), or the necessity for
persistent measures (Ullah et al., 2020).

• Cost and benefit of the response: Refers to the costs and benefits in-
curred when implementing a response to an intrusion or security
incident.

3.2.2. Dynamic response cost and benefit assessment
When considering the cost of responses, various methods were

employed to determine their value in IT systems (Shameli-Sendi et al.,
2012). These methods primarily rely on one of three models: a static
cost model that assigns a fixed cost value for each response, a static
evaluated cost model that calculates cost using a static function with
some adjustment possibilities, or dynamic evaluated cost models that
offer fully dynamic evaluation based on real-time data. Each model
varies in terms of simplicity, adaptability, and accuracy, catering to
different system requirements and scenarios.

Statically evaluated cost models provide a valid trade-off between
achievable implementation efforts, especially on constrained devices
similar to the ones used in automotive systems, and plausible re-
sults. These models maintain a static approach to calculating response
costs, even though the actual cost values may vary. Various met-
rics for calculating response costs are mentioned in current literature.
The first metric evaluates the impact of the response on availabil-
ity (Shameli-Sendi et al., 2012). Availability’s impact is represented as
𝐴 ∈ 0, 1, 10, 100, with 0 meaning negligible and 100 meaning severe
impact on availability, to ensure consistency with intrusion metrics.
The second metric, describing the response cost, assesses its effect on
the performance of the (sub)system (Shameli-Sendi et al., 2012), similar
to the deployment cost of countermeasures (Guo et al., 2020). This
metric is denoted as 𝑃𝑒𝑟𝑓 ∈ 0, 1, 10, 100, with 0 meaning negligible
impact on performance and 100 meaning severe impact on perfor-
mance, to maintain a uniform scale with the impact of the response
on availability.

To achieve results similar to the adapted HEAVENS method de-
scribed in Section 3.1, a comparable equation can be employed to
calculate the cost (𝑐) of a response. By adopting specific weights (𝑤𝐴
and 𝑤𝑃𝑒𝑟𝑓 ) for the impact on availability and performance along with
their actual values (𝐴 and 𝑃𝑒𝑟𝑓 ), the response cost can be computed as
shown in Eq. (3). This approach results in a highly adaptable method
for calculating the response cost. While the initial values for 𝐴 and
𝑃𝑒𝑟𝑓 can be manually determined, they can also be adjusted over time.
The specific weights offer a means to introduce a learning component
within the mathematical framework.

𝑐 = 𝑤𝐴 ⋅ 𝐴 +𝑤𝑃𝑒𝑟𝑓 ⋅ 𝑃𝑒𝑟𝑓 (3)

Likewise, the adapted HEAVENS method introduced in Section 3.1
can be repurposed for evaluating the benefit of a response, with the
exception of the environmental parameter 𝐸 and its associated weight
𝑤𝐸 . While HEAVENS assesses intrusion impact using four metrics, these
same metrics can be employed to quantify the benefits in these four
categories when assessing response value. By employing identical value

possibilities with 𝑆, 𝐹 ,𝑂, 𝑃 ∈ 0, 1, 10, 100, a corresponding benefit value
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can be determined. The calculation of the benefit (𝑏) for each response
option, as shown in Eq. (4), is derived from Eq. (2).

𝑏 = 𝑤𝑆 ⋅ 𝑆 +𝑤𝐹 ⋅ 𝐹 +𝑤𝑂 ⋅ 𝑂 +𝑤𝑃 ⋅ 𝑃 (4)

Compared to existing research (Stakhanova et al., 2007; Guo et al.,
2020), this repurposed HEAVENS method of Eq. (4) provides a more
holistic approach on evaluating the benefit of applied responses. For
each response option classified in Table 1, the cost calculated using
Eq. (3) and the benefit determined using Eq. (4) must be applied,
and preconditions must be established. Initial values for 𝑆, 𝐹 , 𝑂, 𝑃 ,
𝐴, and 𝑃𝑒𝑟𝑓 , along with their respective weights, can be assigned by
security experts and subsequently updated either manually or through
learning algorithms within an IRS. Similar to the impact calculation of
intrusions, these weights can be adjusted to improve the accuracy of
the model.

4. Optimal selection algorithms

In this section, we will address the third question Q3, by exploring
numerous potential methods for selecting response strategies (Sec-
tion 4.1), compare these approaches and provide a rationale for our
chosen strategy (Section 4.2), and describe how to adopt the selected
strategies (Section 4.3).

4.1. Possible algorithms

To determine the best method for selecting appropriate responses,
we explore various algorithms and solutions used in non-automotive
domains and compare them to identify the most suitable one that
can be implemented within the vehicle system. Several surveys, such
as Nespoli et al. (2018) and Bashendy et al. (2023a,b), provide valuable
insights into response selection approaches in non-automotive domains,
making them worth investigating for more comprehensive details.

4.1.1. SAW
SAW (Fishburn, 1967) is the simplest and most often used method.

The basic concept of this method is to find a preference value (𝑝)
for each possible response, and then select the response with the
highest preference value as the best option. To illustrate how this
method works, let us assume that we have 𝑛 possible responses ( =
{𝑟1, 𝑟2,… , 𝑟𝑛}) and 𝑚 criteria ( = {𝑐𝑟1, 𝑐𝑟2,… , 𝑐𝑟𝑚}) that will be
used as a reference for evaluating the responses. Each criterion will be
assigned a weight 𝑤𝑗 where ∑𝑚

𝑗=1 𝑤𝑗 = 1. To calculate the preference
values, a normalized decision matrix is first created, where each ele-
ment of the matrix is normalized based on the nature of the criterion,
whether it is a cost or benefit, as shown in Eq. (5).

𝛼𝑖𝑗 =

⎧

⎪

⎨

⎪

⎩

𝑣𝑖,𝑗
max𝑖(𝑣𝑖,𝑗 )

, if criterion 𝑐𝑟𝑗 is a benefit
min𝑖(𝑣𝑖,𝑗 )

𝑣𝑖,𝑗
, if criterion 𝑐𝑟𝑗 is a cost

(5)

where 𝑣𝑖,𝑗 is the performance value of the response 𝑟𝑖 when it is
evaluated in terms of criterion 𝑐𝑟𝑗 . The preference value (𝑝𝑖) of response
𝑟𝑖 is then obtained by calculating the weighted sum of the normalized
performance values using Eq. (6).

𝑝𝑖 =
𝑚
∑

𝑗=1
𝑤𝑗 ⋅ 𝛼𝑖𝑗 (6)

Finally, the response 𝑟𝑖 with the highest preference value (𝑝𝑖) is consid-
red as the best selection response.
.1.2. Linear Programming (LP)

LP is a mathematical technique that can be employed to select
ptimal responses (Herold et al., 2017). LP can be used to find the best
ombination of responses that maximizes or minimizes a certain objec-
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tive function. To illustrate the workings of this method, let us consider
a scenario where we have 𝑛 possible responses ( = 𝑟1, 𝑟2,… , 𝑟𝑛). The
optimization of the objective function can be as in Eq. (7).
𝑛
∑

𝑖=1
𝑥𝑖𝑠𝑖 → max 𝑜𝑟min (7)

where 𝑥𝑖 represents a criterion related to the response 𝑟𝑖 and ⃖⃗𝑠 be a
vector of binary decision variables, where 𝑠𝑖 is equal to 1, it indicates
that the corresponding response 𝑟𝑖 ∈  will be executed. Conversely, if
𝑠𝑖 is equal to 0, it signifies that the response 𝑟𝑖 ∈  will not be executed.
The optimization problem typically includes constraints to ensure the
selection process adheres to specific conditions or limitations.

4.1.3. Game-theoretic algorithm
Another mathematical method to determine optimal responses

against cyber attacks is game-theoretic algorithms (Yarygina and Ot-
terstad, 2018; Zonouz et al., 2014; Wang et al., 2021a). In the game-
theoretic approach, the attacker and the IRS are modeled as two
players. Each player has a set of actions available to them, such as
different attack strategies  = {𝑎1, 𝑎2,… , 𝑎𝑘} for the attacker and
response strategies  = {𝑟1, 𝑟2,… , 𝑟𝑛} for the IRS. The goal of the IRS
is to select the optimal response to the attack at a given time. One way
to achieve that is by minimizing the maximum damage of the attack:
min𝑟𝑖∈(max𝑎𝑖∈(𝑈 (𝑟𝑖, 𝑎𝑖))) where 𝑈 (𝑟𝑖, 𝑎𝑖) represents the utility function
for the IRS when the attacker chooses attack 𝑎𝑖 and the IRS responds
with response 𝑟𝑖.

4.1.4. AI-based mechanisms
Many AI-based mechanisms were used to support the dynamic

selection of the response such as Genetic Algorithms (Fessi et al.,
2009), Convolutional Neural Networks (Xia et al., 2019), Supervised
machine learning (Souissi et al., 2017), Q-Learning (Iannucci et al.,
2019b), and many more (Rose et al., 2022). Using any of these AI
models usually requires many steps including data collection and pre-
processing, feature extracting, model training, and feedback loop to
improve the quality of the selected responses.

4.1.5. Other methods
There are alternative mathematical approaches to IRSs that are

not derived from general mathematical problems. One example is RE-
ASSESS (Ossenbühl et al., 2015) that uses human-evaluated metrics and
prior responses to select optimal responses. While it offers simplicity,
this reliance on human evaluation can lead to inaccurate assumptions.
Its mandatory learning behavior is unsuitable for automotive systems,
and it lacks the option for flexible learning to enhance responses,
requiring a well-established feedback loop. Another simpler approach
is the cost-sensitive generic framework (Stakhanova et al., 2012; Stras-
burg et al., 2009), which includes steps like defining operational costs,
ranking responses using a weighted sum method, and selecting the
best response with an intrusion matrix. However, its reliance on static
value assignments and sensitive parameters, typically defined by hu-
man experts, can make objective assessment challenging and results in
potentially harmful responses.

4.2. Comparison

Table 2 summarizes all the advantages and the drawbacks of the
five classes of response selection algorithms.

The primary advantage of SAW is its relative simplicity and uti-
lization of lightweight mathematical operators, making it suitable for
running on constrained devices with a polynomial run-time, without
requiring complex external libraries (Bouyahia et al., 2017). However,
the main drawback of SAW is the need for an adapted SAW method to
achieve more accurate results. This often leads to increased complexity
and longer run-time compared to the original SAW. Another drawback

is the dependency on subjective parameters such as specific weights.
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Table 2
Comparison of the different response selection methods.

Method Benefits Drawbacks

SAW + Simplicity and lightweight operators
+ Suitable for constrained devices
+ Polynomial run-time

- Adapted methods for accuracy increase complexity
- Reliance on subjective parameters

LP + Flexible structures
+ Typically polynomial run-time
+ Existing libraries for solvers

- Higher complexity for modeling and calculation
- Theoretically exponential run-time

Game-theoretic algorithms + System state consideration
+ Accurate system representation

- Very complex models
- Computational complexity
- Reliance on subjective parameters

AI-based solutions + Handle large amount of data
+ Fast response selection

- Uncertainty of the selected responses
- High resource requirements

Other methods + Simple mathematical models
+ Typically fast
+ Combination with other methods possible
+ Learning is possible

- Complexity raises with large systems
- Human influence has always subjective opinions
f
m
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𝐴
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𝛼

⎧

⎪

⎨

⎪

⎩

This dependency can result in highly variable outcomes that may not
accurately reflect the system state (Konak et al., 2006).

A major benefit of LP is its ability to formulate a single objective
function and multiple constraints, providing an accurate representation
of multi-objective optimization problems. However, compared to SAW,
LP requires complex implementation, resulting in increased computa-
tional complexity for large systems (Herold et al., 2017). The run-time
of the algorithm depends on the solving method employed, such as
the commonly used Simplex algorithm. While the Simplex algorithm
has polynomial run-time for ‘‘typical’’ problems (Schrijver, 1998), it
exhibits exponential worst-case run-time in theory (Klee and Minty,
1972).

The advantage of game-theoretic approaches lies in their considera-
tion of the system state, resulting in a highly accurate representation of
the system. Furthermore, game-theoretic approaches can be deployed
in a distributed manner, as highlighted in Zonouz et al. (2014). A major
drawback of this method is the use of highly complex models, which are
necessary to determine optimal moves in game-theoretic algorithms.
Solving such complex models often requires significant resources and
leads to large communication overhead (Zonouz et al., 2014), making
this approach unsuitable for constrained devices. Additionally, most
models in practice make assumptions or simplifications due to the
near-infinite number of possible system states (Yarygina and Otterstad,
2018; Zonouz et al., 2014; Wang et al., 2021a), as complete modeling
of all states is infeasible.

Using AI-based methods is still limited because of many issues
such as the high memory and computation requirements of some of
these methods (Iannucci et al., 2019a) and the unrealistic responses
that some models can produce (e.g., Genetic Algorithms). Addition-
ally, uncertainty surrounding the outputs of these models limits their
adoption. Finally, most of these methods rely on the availability of
datasets for model training. However, autonomous vehicles often op-
erate in dynamic and unpredictable environments. When the operating
environment significantly deviates from what the AI has learned, it
may encounter challenges in adapting effectively or making appropriate
decisions.

Finally, while the cost-sensitive generic framework and REASSESS
are simple and demonstrate promising in computer and network tech-
nologies, adapting them to a highly heterogeneous multi-bus archi-
tecture, like the vehicular reference architecture, presents significant
challenges.

After careful consideration of the factors discussed above, we have
chosen to explore the adapted SAW method, as well as LP with a focus
on both benefit maximization and cost minimization for the design of
an automotive IRS. The decision to focus on these two methods is based
7

on their relative simplicity, computational efficiency, and their ability
to accurately represent multi-objective optimization problems. The re-
maining algorithm families were assessed but are not pursued further
due to reasons such as increased complexity, resource requirements,
and limitations in modeling all possible system states.

4.3. Adopting of SAW and LP

4.3.1. Adopting of SAW
To adopt the SAW method for automotive IRSs, we first need to

define the criteria  that will be used to evaluate each response. For
this purpose, we can utilize the HEAVENS parameters, including the
cost of a response 𝑐 (see Eq. (3)) and the benefit of a response 𝑏 (see
Eq. (4)). However, using these two parameters still presents some issues
that need to be addressed in order to effectively use and adapt SAW
for valid results. The first problem arises when using these parameters
during the creation of the elements of the normalized decision matrix,
as depicted in Eq. (5). This problem originates from the fact that
our modified HEAVENS method allows values of 𝑣𝑖,𝑗 to be in the set
0, 1, 10, 100 for both criteria (i.e., 𝑐 and 𝑏). If max𝑖(𝑣𝑖,𝑗 ) = 0 applies,
Eq. (5) results in an illegal operation if the criterion is a benefit.
Similarly, if the criterion is a cost and 𝑣𝑎,𝑗 = 0, Eq. (5) also results in
an illegal operation. This issue can be circumvented by using a small
value greater than 0 instead of 0. The second problem does not stem
rom a mathematical perspective but rather from the application of this
ethod in a fully automated IRS. Since the SAW method only considers

riteria  from the applicable response set , it does not take into
ccount the impact 𝐼 of an intrusion. As a result of this limitation, it
s possible that a response incurring high costs may be chosen even
or a minor intrusion. Although this is a significant challenge for the
pplication of SAW in IRSs, this drawback has not been addressed in
xisting research.

To tackle this problem, it is mandatory to set the preference value
(see Eq. (6)) into relation with the intrusion impact 𝐼 . For each asset
of the vehicle reference architecture and each intrusion result ,

a normalized intrusion impact can be calculated. Such a normalized
intrusion impact must be calculated for each metric 𝑆, 𝐹 , 𝑂, 𝑃 and 𝐸
f the adapted HEAVENS method in Eq. (2). This behavior is formulated
n Eq. (8).

{𝑆,𝐹 ,𝑂,𝑃 ,𝐸},𝐴, =

𝑤{𝑆,𝐹 ,𝑂,𝑃 ,𝐸},𝐴, ⋅ 𝑣{𝑆,𝐹 ,𝑂,𝑃 ,𝐸},𝐴,
∑

||

(𝑤{𝑆,𝐹 ,𝑂,𝑃 ,𝐸},𝐴 ⋅ 𝑣{𝑆,𝐹 ,𝑂,𝑃 ,𝐸},𝐴)
, if ∑

||

(𝑤{𝑆,𝐹 ,𝑂,𝑃 ,𝐸},𝐴 ⋅ 𝑣{𝑆,𝐹 ,𝑂,𝑃 ,𝐸},𝐴)

≠ 0
0, otherwise
(8)
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Similar to Eq. (6), a weighted sum must be calculated. But, since the
individual weights 𝑤 are already included in Eq. (8), a simple summa-
ion over all metrics 𝑆, 𝐹 ,𝑂, 𝑃 and 𝐸 of the adapted HEAVENS method
s sufficient. This sum will be set into relation with the preference
alue of the responses from Eq. (6), such that the response 𝑟𝑖 with the
ighest preference value 𝑝 will be used, which is below the sum of all
ormalized HEAVENS values as depicted in Eq. (9).

est response = max

{

𝑝𝑖 ∣ 𝑝𝑖 < 𝜌 ⋅
∑

𝑙∈{𝑆,𝐹 ,𝑂,𝑃 ,𝐸}
𝛼𝑙,𝐴,

}

(9)

The parameter 𝜌 in Eq. (9) is a parameter to adjust larger deviations
in the order of magnitude between the sum of the normalized HEAVENS
and the preference value 𝑝.

4.3.2. Adopting of linear programming
The first step to adopt the LP is defining the objective function. For

the set of possible responses , it is possible to define two different
objective functions:

• The first option of an objective function follows the principle of
maximum benefit as depicted in Eq. (10). The goal is to solve
the binary decision vector ⃖⃗𝑠 to maximize the benefit 𝑏. Although
this can lead to very good solutions, it is possible that the best
executable response is not found immediately since preconditions
of identified responses are not satisfied.
||

∑

𝑖=1
𝑠𝑖𝑏𝑖 → max (10)

• The second option of an objective function follows the mini-
mum cost principle and is comparable to existing IRSs (Herold
et al., 2017; Herold, 2017). Eq. (11) therefore leads to more
conservative responses since the cost 𝑐 will be minimized and the
benefit 𝑏 of a response is not considered. A drawback is that the
identified solution inside ⃖⃗𝑠 might not heal the system completely
and another try might be necessary.
||

∑

𝑖=1
𝑠𝑖𝑐𝑖 → min (11)

For both objective functions from Eqs. (10) and (11) the same
constraints must be satisfied for a response to qualify for execution.
Existing constraints of IRSs using LP (Herold et al., 2017; Herold,
2017) are not suitable for an automotive IRS. Because of that, specific
constraints must be elaborated:

1. The cost 𝑐 of the response must be below the impact 𝐼 of the
detected intrusion (Herold et al., 2017). Eq. (12) depicts this first
constraint.
||

∑

𝑖=1
𝑠𝑖𝑐𝑖 < 𝐼 (12)

2. Only one response can and must be executed as depicted in
Eq. (13).
||

∑

𝑖=1
𝑠𝑖 = 1 (13)

It is additionally necessary that ⃖⃗𝑠 is a binary vector, leading to the
variable definition 𝑠𝑖 ∈ {0, 1}.

5. Proposed automotive IRS

In this section, we will discuss some design decisions regarding
REACT, our proposed automotive IRS (refer to Section 5.1) and detail
8

its components (refer to Section 5.2).
5.1. IRS deployment

Our proposed automotive IRS can be deployed in three different
locations:

• Central Gateway: The vehicle will have one IRS that receives
information from various ECUs. This central IRS will have a
comprehensive view and understanding of the entire system.
However, it is considered a single point of failure.

• Domain Gateway: The vehicle will have one IRS per domain gate-
way. Each one will be mainly responsible for the ECUs belonging
to that domain and will interact with other IRSs. Implementing
this solution requires the existence of an Intrusion Response
eXchange Protocol (IRXP) (Hamad et al., 2021).

• ECU: The vehicle will have one IRS per ECU. This IRS will be
primarily responsible for reacting to attacks related to its host
ECU. Simultaneously, it can exchange responses related to other
ECUs if needed. Choosing this option ensures the absence of
a single point of failure. However, deploying such a solution
requires that each ECU is capable of running the IRS, and it also
necessitates the existence and the support of an IRXP (Hamad
et al., 2021).

The architecture depicted in Fig. 4 illustrates the scenario where the
IRS is deployed in the central gateway. Any potential change would
be primarily associated with the source of certain information required
for the functionality of the IRS, whether it originates from the same
ECU (in the case of implementing the IRS per ECU) or from external
sources such as other ECUs or domains at the gateway. Regardless of
the chosen deployment location for the IRS, it necessitates the reception
and sharing of information with other components within the vehicle,
as outlined below:

• Attack Information: This information is provided by the IDS,
and as described in 3.1.1, it includes the source of the attack,
the destination, the intrusion result, and the impact of the at-
tack. Recent IDSs, such as Jeong et al. (2024) and Ding et al.
(2024), are capable of identifying the source and destination of
an intrusion using various technologies, such as CAN databases
(used by Jeong et al. (2024)) or ECU fingerprinting (Cho and
Shin, 2016; Kneib and Huth, 2018). The intrusion impact can
be calculated as described in 3.1.2. Additionally, the intrusion
result can be derived from the attack type, which existing IDSs,
such as Han et al. (2021), can provide. In our research, we
consider the IDS functionality as trusted, treating it as a black-
box that reliably detects intrusions without requiring additional
false-positive handling (Herold et al., 2016; Ullah et al., 2022).
In our architecture, we place the IDS in the domain gateway.
Consequently, a security sensor (Anwar et al., 2017) is needed
to monitor its portion of the environment for security-related
observations. This data is then reported to the domain-specific
gateway, which houses the domain IDS.

• Status Information: This includes information about the various
states of the vehicle and its surroundings. This data is collected
and aggregated from various vehicle sensors and shared with the
IRS.

• Response Information: This information can encompass the pre-
cise responses needed for specific ECUs or those that need to
be shared with the SOC. In our architecture, we assume the
presence of response agents located in each ECU. These agents
are responsible for receiving responses and deploying them within
the respective ECU.

It is crucial to mention the necessity of ensuring the security of this
data by implementing secure communication between the ECU, domain

gateway, and the IRS.
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Fig. 4. Internal architecture of REACT.
5.2. IRS component

The IRS consists of the following sub-components (as shown in
Fig. 4):

• Risk Evaluation Module: This module will be responsible for
assessing the impact of an intrusion. The component will re-
ceive information about the intrusion from the IDS as well as
information about the vehicle status.

• Response Set Generation: This module compiles a list of possible
responses, utilizing information obtained from both the IDS and
the risk evaluation module. Please note that not every response is
applicable to every type of intrusion result (refer to Table 1).

• Optimal Response Selection: This component integrates data from
all previous modules to determine the optimal response that
can be applied. Within this component, any of the algorithms
presented in Section 4.1 can be integrated.

• Precondition Checking: Given the limitations imposed by the sys-
tem architecture, where not all types of responses can be applied
(for example, in cases where a sensor is unavailable due to a
DoS attack, it may not always be possible to use a redundant
source of information from another sensor if such a backup sensor
does not exist), it is imperative to verify whether the selected
optimal response is applicable or if an alternative response must
be chosen. The Precondition Checking module receives the chosen
response and assesses its feasibility. If a response is found to be
inapplicable, a feedback loop is established with the previous
Optimal Selection Module. This inner loop is repeated until the
necessary preconditions for an individual response are met. The
order of the Optimal Response Selection and the Precondition
Checking is carefully evaluated and results in time benefits:

1. ‘‘Check-First-Then-Select’’: The logical order of first elim-
inating all inapplicable responses and subsequently se-
lecting the best response 𝑟 from the remaining available
options is illustrated by the timing behavior of Eq. (14).

𝑡 =

(

||

∑

𝑖=1
𝑡𝑐ℎ𝑒𝑐𝑘,𝑟𝑖

)

+ 𝑡𝑠𝑒𝑙𝑒𝑐𝑡,𝑟 + 𝑡𝑒𝑥𝑒𝑐𝑢𝑡𝑒,𝑟 (14)

The time to select the optimal response 𝑡𝑠𝑒𝑙𝑒𝑐𝑡,𝑟 and the time
to execute the response 𝑡𝑒𝑥𝑒𝑐𝑢𝑡𝑒,𝑟 are summed only once,
since the selected response will satisfy the preconditions.
In contrast, the time to check the preconditions 𝑡𝑐ℎ𝑒𝑐𝑘,𝑟 is
summed over the set of possible responses , since every
response’s precondition will be checked.

2. ‘‘Select-First-Then-Check’’: While a response may be ap-
plied with the probability 𝑝, it might also be that the
constraints are not satisfied with a probability (1 − 𝑝). This
leads to a timing behavior of Eq. (15).

𝑡 = 𝑡𝑠𝑒𝑙𝑒𝑐𝑡,𝑟1 + 𝑡𝑐ℎ𝑒𝑐𝑘,𝑟1 + 𝑝 ⋅ 𝑡𝑒𝑥𝑒𝑐𝑢𝑡𝑒,𝑟1 + (1 − 𝑝)

⋅
||

∑

(

𝑡𝑠𝑒𝑙𝑒𝑐𝑡,𝑟𝑖 + 𝑡𝑐ℎ𝑒𝑐𝑘,𝑟𝑖
) (15)
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𝑖=2
While the first selected response must always be checked, it
is only executed with the probability 𝑝. If the preconditions
are not satisfied, the Inner Loop will be repeated maximum
|| − 1 times.

It is evident that for a certain number of responses approach-
ing infinity, Eqs. (14) and (15) yield the same runtime 𝑡 when
𝑝 = 0.5. For higher values of 𝑝, the runtime as per Eq. (15)
is even lower. This holds true even when 𝑡𝑠𝑒𝑙𝑒𝑐𝑡,𝑟 decreases, as
the number of possible responses decreases accordingly. Based
on these equations, the architecture depicted in Fig. 4 exhibits
a ‘‘Select-First-Then-Check’’ behavior.

• Response Execution: This component is responsible for transmit-
ting the chosen response initially to the domain-specific gate-
ways and subsequently to the respective ECUs for implementation
through their local response engines. After a predefined duration,
this component triggers the IDS to assess the effectiveness of the
applied response in mitigating the intrusion. By incorporating
this IDS-Feedback loop, the Outer Loop can be iterated multiple
times, each iteration involving a system re-evaluation. This con-
cept serves to counter persistent attacks or stepping-stone attacks
effectively. Furthermore, the feedback loop can be utilized to up-
date the parameters of the risk evaluation module for addressing
future intrusions.
An essential consideration in the IRS architecture shown in Fig. 4
is the implementation of termination criteria for the inner and
outer loop. The absence of such criteria could lead to an endless
loop, posing a risk to the stability of the entire IRS system. While
some prior research has addressed termination criteria (Hamad
et al., 2021; Shameli-Sendi et al., 2012), these methods often in-
volve complex evaluation techniques (Cardellini et al., 2022; Ian-
nucci et al., 2021) or rely on artificial intelligence support (Lopes
and Hutchison, 2020). However, the high computational require-
ments and intricate modeling approaches associated with these
methods are impractical for automotive infrastructure. To address
the challenge of preventing endless loops in both the inner and
outer loops, we employ two distinct methods.

1. Preventing Inner Endless Loops: To avoid an endless evalu-
ation of preconditions, we continuously reduce the possible
response set by eliminating non-applicable responses. Ad-
ditionally, we have introduced a special response, labeled
as ‘‘No Action’’ (indexed as 31), which will consistently
lead to the last possible response. This specific response
carries the highest cost, similar to the impact of an intru-
sion, but provides no benefit. These attributes ensure that
the inner loop never reaches a deadlock since ‘‘No Action’’
can always be applied.

2. Avoiding Outer Endless Loops: Once a response is ap-
plied, the system undergoes an analysis through the IDS-
Feedback mechanism to identify if a new stepping-stone
attack is detected or if the system is secure. In case a
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new stepping-stone attack is detected, the entire outer loop
illustrated in Fig. 4 reiterates. To prevent an endless loop
scenario when the same response is repeatedly applied,
we implement changes to the parameters of the applied
response based on the success of the response. The pa-
rameter adaptation differs between a successful and a non-
successful response. When the selected response is unsuc-
cessful, it indicates that the benefit values assigned to all
HEAVENS parameters may not be accurate. Consequently,
an adjustment is needed, resulting in a reduction of the
benefit values for all HEAVENS parameters in the previ-
ously applied response. This entails the assumption that the
relative order of each parameter remains unchanged; for
example, if the safety benefit held a higher value than the
financial benefit prior to the adjustment, it will continue to
do so afterward. This behavior is mathematically expressed
in Eq. (16).

∀𝑖 ∈ {𝑆, 𝐹 ,𝑂, 𝑃 } ∶

𝑖new(𝑖old) =

⎧

⎪

⎨

⎪

⎩

10, if 𝑖old = 100
1, if 𝑖old = 10
0, if 𝑖old = 1 or 𝑖old = 0

(16)

A similar parameter adaptation is required in case the
response was applied successfully. However, the param-
eters cannot simply be increased, as this could lead to
predictable responses. Predictable responses pose security
risks, as attackers can exploit this behavior (Bouyahia
et al., 2017). For that reason, two adaptations are made
if the response is successful to avoid predictable behavior:

– Original values are restored if the response was pre-
viously not successful and its values were adapted
according to Eq. (16).

– In a second step, the corresponding weights
𝑤𝑖∈𝑆,𝐹 ,𝑂,𝑃 are randomly adjusted using a prefactor
𝑟, where 𝑟𝑚𝑖𝑛 ≤ 𝑟 ≤ 𝑟𝑚𝑎𝑥. This retains the original
order of magnitude of 𝑤𝑖 while introducing sufficient
variation through the multiplication 𝑟 ⋅𝑤𝑖 to generate
different results in the next iteration.

As previously mentioned, the parameters to calculate the
intrusion impact (Eq. (2)), the response cost (Eq. (3))
and the response benefit (Eq. (4)) rely on input by se-
curity experts. However, this input may not always be
optimal (Lautenbach et al., 2021). Consequently, this can
lead to the selection of an undesired response. Fortunately,
the outer loop provides a mechanism to compensate for
potentially incorrect parameters. In cases where responses
prove ineffective, the parameters are dynamically adapted
using Eq. (16).
Note that Eq. (16) presented earlier does not account for
the dynamic environmental parameter, denoted as 𝐸, and
its corresponding weight, 𝑤𝐸 . Further details and defi-
nitions are necessary to incorporate this parameter into
the adaptation process. These details should encompass
various aspects of the vehicle’s status and its surround-
ing environment. For simplicity, we have focused on the
vehicle’s velocity as a parameter that can help represent
the vehicle’s status. To determine a realistic rating for the
impact of vehicle speed, several factors must be taken into
account. Studies of traffic accidents have revealed that
the impact is influenced not only by the types of vehicles
involved but also by their positions at the potential crash
site (Jurewicz et al., 2016). Additionally, the age of the
10

passengers in the vehicles can affect the impact of injuries
Table 3
IDS-related information and vehicle state parameters for both evaluation scenarios.

Property Scenario 1 Scenario 2

Name Adversarial sample Information disclosure at
the infotainment system

Infected asset Front camera Infotainment gateway
Affected asset Acceleration control Infotainment gateway
Intrusion result Falsify/Alter behavior Information Disclosure
Dynamic parameter Velocity: 70 km/h Velocity: 0 km/h

in a traffic accident (Richards, 2010). Based on this re-
search, the approach presented in Eq. (17) is applied to the
parameter 𝐸 in the adapted HEAVENS method’s prototype
implementation (Jurewicz et al., 2016; Richards, 2010).

𝐸(𝑣) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

100, if 𝑣 ≥ 75 km∕h
10, if 50 km∕h ≤ 𝑣 < 75 km∕h
1, if 30 km∕h ≤ 𝑣 < 50 km∕h
0, if 0 km∕h ≤ 𝑣 < 30 km∕h

(17)

• Response Storage: Within this component, a repository is main-
tained containing a range of potential responses alongside their
associated metrics. These metrics can be updated through the
feedback mechanism or expanded with the inclusion of new
responses and parameters via an external connectivity interface.
When implementing this on specific hardware, it is crucial to
implement security measures to prevent unauthorized tampering
with the memory area.

Our proposed IRS architecture, featuring both an inner loop and an outer
loop, coupled with the incorporation of automotive-specific considera-
tions into the external architecture, introduces a novel paradigm in the
realm of fully automated IRSs. Note that there is already some related
work for each part of the IRS (such as the selection method), which
was covered in the previous sections. However, there is no system that
attempts to include all the aspects against which we can compare our
work.

6. Evaluation

6.1. Implementation, testbed, and use cases

The proposed IRS was implemented using the Python programming
language. To implement Linear Programming and the associated Sim-
plex algorithm, we utilized the PuLP library (Mitchell et al., 2011),
a well-established choice, along with the GNU Linear Programming Kit
as the solver. It is important to note that the adapted SAW method
remains independent of this decision, as it relies solely on standard
Python mathematical operators.

The testbed designed for evaluating the IRS incorporates an embed-
ded system setup to realistically emulate the automotive infrastructure.
To ensure this fidelity, our implementation was executed on a Rasp-
berry Pi 4 Model B Rev 1.2, a choice justified by the device’s ARM-
based quad-core processor running at 1.5GHz. This processing power
closely aligns with the high-performance chips commonly found in the
automotive industry.

The goal of the evaluation is to assess two key aspects of the
proposed IRS. Firstly, we aim to evaluate its proficiency in optimal
response selection, and secondly, we intend to measure various compu-
tational metrics, including memory consumption and the time required
to obtain optimal responses while using the three different selection
algorithms: LP with maximum benefit, LP with minimum cost, and
adapted SAW.

For our evaluation, we employed two representative intrusion sce-
narios inspired by real-world intrusions:
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1. Adversarial Sample: This scenario involves slight modifications
to the input data of a machine learning algorithm, resulting in
significantly different outputs from the original (Mahima et al.,
2021). Given the prevalent use of machine learning algorithms
in cameras for automated vehicles, they are vulnerable to ex-
ploitation via adversarial samples (Mahima et al., 2021). In
our evaluation, we exploited a front camera in a rural setting,
leading to an altered behavior in the acceleration control.

2. Information Disclosure at the Infotainment System: This scenario
draws inspiration from an actual attack on a vehicle, where an
information disclosure in the infotainment system served as the
initial step in a stepping-stone attack (Miller and Valasek, 2015).

The specific IDS parameters and vehicle states employed as input for
the scenarios are meticulously detailed in Table 3. Please remember
that in our prototype of the IRS, we consider only the velocity of the
attacked vehicle as an illustrative example of a vehicle’s status.

6.2. Results

In this section, we will present the results of testing our IRS us-
ing two prominent scenarios. We will evaluate response quality, re-
sponse selection time, memory consumption, and the adaptation of
response parameters for each of the three selection algorithms: LP with
maximum benefit, LP with minimum cost, and the adapted SAW.

6.2.1. Response quality
The objective of the response quality evaluation is to assess how dif-

ferent optimal selection algorithms prioritize responses and determine
the overall impact and benefit of the applied responses. To achieve
that, the precondition of each response is set to ‘rejected’ for every
proposed response. This ensures that the IRS will continue to suggest
responses from the list of possible responses. Each applied response
can have both positive and negative effects on the system, so the
cost and benefit values of the selected responses are presented. In this
evaluation, default parameters are utilized for each new test, ensuring
uniformity in the algorithm evaluation across various metrics.

Fig. 5 depicts the cost and benefit of all proposed responses in the
order they are applied by the respective algorithm for both scenarios.
The figure shows that our proposed IRS suggests a different number
and order of responses for various scenarios and for different selection
algorithms within the same scenario. Please note that the figure shows
that some responses were selected twice. For example, the response
of restarting the misbehaving system (indexed with number 19, see
Table 1), was selected twice. However, it is important to clarify that
the response was selected for different systems. In other words, the first
restart is related to the camera, while the second is for the acceleration
control. In addition, as expected and shown in Figs. 5(a) and 5(b), the
LP method with maximum benefit starts at very high benefits. Similarly,
the LP with minimum response costs starts at a very low cost and more
expensive responses are not selected until later stages, as shown in
Figs. 5(c) and 5(d). Notably, the LP with maximum benefit operates
independently of the cost. However, it always ensures that the cost of
the response is less than the impact of the intrusion (see Eq. (12)).

The reason for the arbitrary behavior is that Linear Programming
only follows one optimization function and just satisfies the constraints,
but does not sort by constraints. Similarly, LP with minimum cost deliv-
ers arbitrary values with respect to the benefit because it only considers
cost metrics in its optimization. While the LP with the minimum cost
provides more conservative solutions, the LP with maximum benefit
suggests more offensive solutions. In a real-world scenario, LP with
minimum cost might require multiple responses since its benefits are
arbitrarily sorted, while LP with maximum benefit might require more
iterations of the ‘‘inner loop’’ since the preconditions for more offensive
responses might not be fulfilled.

The adapted SAW method exhibits a similar arbitrary behavior as
11

shown in Figs. 5(e) and 5(f). However, it is noticeable that adapted f
Table 4
Memory consumption of the IRS in kB using static evaluation.

LP with max benefit LP with min cost Adapted SAW

Scenario 1 19 308 19 206 11 296
Scenario 2 19 228 19 344 11 220

SAW may select responses with a cost higher than the impact of the
intrusion (see Fig. 5(f)). Given that the adapted SAW method does
not consider constraints, it is an unattractive solution to use any SAW
method in an automatic IRS.

6.2.2. Time of response selection
To evaluate the time required for selecting a response from a given

response list using the selection algorithms, we utilized the previously
described method where the inner loop of the IRS repeats multiple
times. It is important to note that the generation of the response set
occurs only once for an individual intrusion. The time required for
list generation is independent of the selection algorithm, measuring at
4.32ms for scenario 1 and 3.82ms for scenario 2. The difference in the

easured time between the scenarios is due to the variation in number
f possible responses.

Fig. 6 illustrates the time consumed by the three selection algo-
ithms during the process of selecting different responses. Please note
hat the 𝑋-axis represents the order of the response, not the index
f the response. The figure indicates that the adapted SAW method
onsumes less time compared to the LP methods. Specifically, the LP
ethod with maximum benefit typically consumes more time due to

he need for multiple iterations, as its offensive responses may not meet
ecessary preconditions. Slightly less time is needed for the LP method
ith minimum cost, although its conservative responses are selected
fter fewer precondition checks. Overall, all algorithms demonstrate
ood performance on a resource-constrained embedded system.

.2.3. Memory consumption
To measure memory consumption, we utilized Python’s internal

esource module (Python Software Foundation, 2022). Since some
f the optimal selection algorithms rely on third-party libraries, the
ssessment of memory consumption includes the memory allocated
or these functionalities as well. The results are presented in Table 4.
he results show that both LP with maximum benefit and LP with
inimum cost methods consume nearly the same amount of memory,
hile the adapted SAW method exhibits considerably lower mem-
ry consumption. This difference can be attributed to the external
ibraries PuLP and the GNU Linear Programming Kit, which
equire more memory due to their complex data structures and solving
ethods. Nevertheless, all three selection algorithms exhibit low mem-

ry consumption, making them suitable for use in resource-constrained
mbedded hardware systems.

.2.4. Dynamic evaluation
The dynamic evaluation concentrates on two key aspects: response

nd threat impact parameters adaptation (refer to Section 3) and the
nclusion of velocity considerations (as shown in Eq. (17)). When it
omes to parameters adaptation, response quality is assessed based
n their cost and benefit. In terms of velocity, we evaluate response
ariation. These assessments are conducted for both scenarios 1 and 2.
y testing all three implemented optimal selection algorithms, we can
ompare their dynamic behavior.

arameters adaption. To assess the impact of changing parameters,
we conducted two repetitions of each scenario, each comprising five
iterations of the outer loop. In one set of iterations for each scenario, we
onsistently deemed the responses as successful, while in the other set
f five iterations, the responses were uniformly considered unsuccess-
ul. The benefits and costs of the five optimally selected responses for
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Fig. 5. Evaluation of the response benefit and cost for Scenario 1 (left) and Scenario 2 (right) using LP with maximum benefit (top), LP with minimum cost (middle), and adapted
AW (bottom).
oth scenarios, as determined by the three selection algorithms, under
he assumption that the responses were always successful, are presented
n Fig. 7. Correspondingly, the results under the assumption that the
esponses were consistently unsuccessful are displayed in Fig. 8.

In consistently successful attacks, we observed that parameter
eights change within the range of ±20% (we have selected 𝑟𝑚𝑖𝑛 = 0.8

and 𝑟𝑚𝑎𝑥 = 1.2). The purpose of these changes was to reduce response
12

predictability. In both scenarios, changes in response benefit were
evident. However, in the first scenario, all three algorithms retained
the same response as shown in Figs. 7(a), 7(b), and 7(c). This was
changed in the second scenario, where responses were altered for the
LP with maximum benefit and adaptive SAW algorithms as shown
in Figs. 7(d) and 7(f). The reason for the absence of changes in the
selected responses in the first scenario when using LP with maximum
benefits or adapted SAW algorithms can be attributed to the specific
response chosen: transitioning to a safe mode (indexed with 17). This



Computers & Security 145 (2024) 104008M. Hamad et al.
Fig. 6. Evaluation of consumed time for response selection using the three selection algorithms for both scenarios.
Fig. 7. Evaluation of parameter adaptation in Scenario 1 (top) and Scenario 2 (bottom) for the responses selected over five iterations using the three selection algorithms, assuming
the responses were consistently considered successful.
response had very high benefit values, as determined through the initial
evaluation process, making minor variations of ±20% inconsequential
to the overall result. Consequently, minor variations of ±20% did not
affect the overall result, as the next possible response had significantly
lower benefit values. To avoid such a constant behavior, a more
substantial modification of the response parameters or the use of an
asymmetric window for the prefactor, with a higher probability of
negative values, can be implemented. Notably, the LP method with
minimum cost (Figs. 7(b) and 7(e)) did not consider response bene-
fits in its optimization function, rendering modifications to response
benefit irrelevant. This method-related limitation persisted across both
simulated scenarios.

In the case of consistently unsuccessful attacks, we observe more
substantial variations in the selected responses compared to the pre-
vious case (see Fig. 8). This behavior is expected, as the parameter
adaptation in a non-successful case involves higher orders of magni-
tude, as shown in Eq. (16), compared to the successful case. Similar to
13
the previous analysis, the LP method with minimum cost optimization
consistently generates the same response due to the exclusion of re-
sponse benefit in the optimization process, as shown in Figs. 8(b) and
8(e). Conversely, LP with maximum benefit optimization aligns with
expectations. Although the initial response is similar to the successful
case, subsequent responses exhibit lower benefits (Figs. 8(a) and 8(d))
and higher costs as a side effect. Notably, response index 26 (killing
the process) appeared twice in Figs. 8(a) and 8(c), each referring
to different components (i.e., camera and acceleration control). The
adapted SAW method consistently produces varying results with less
distinct trends in benefit and cost when compared to LP with maximum
benefit (Figs. 8(c) and 8(f)). This observed behavior holds true for both
scenarios1 and 2, underscoring the expected functionality of parameter
adaptation for non-successful cases.

In conclusion, this assessment of dynamic parameter adaptation
confirms that LP with maximum benefit and the adapted SAW methods
perform effectively with adjusted parameters, rendering the results
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Fig. 8. Evaluation of parameter adaptation in Scenario 1 (top) and Scenario 2 (bottom) for the responses selected over five iterations using the three selection algorithms, assuming
the responses were consistently considered unsuccessful.
Table 5
Impact of the velocity for the evaluated scenarios, using Eq. (2).

Impact (unitless)

0 km/h 50 km/h 100 km/h

Scenario 1 200 210 300
Scenario 2 120 130 220

valid for both test cases. On the other hand, the LP method with
minimum cost optimization falls short in its capacity to respond to
parameter shifts in response benefit values. Consequently, this method
appears less appealing for identifying optimal responses in autonomous
IRS.

Inclusion of velocity considerations. The second key aspect of dynamic
evaluation involves assessing the influence of vehicle velocity on the
selected responses. In our current prototype system, the environmen-
tal parameter 𝐸 is treated similarly to other HEAVENS parameters
in Eq. (2), as their respective weights 𝑤 are either one or zero. As
we alter the velocity, the environmental parameter for an intrusion
takes on different values, as indicated in Eq. (17). Therefore, intrusion’s
impact is more significant at higher velocities. For this test, both
scenario one and two are assessed at three velocities: 0, 50, and 100
km/h, using all three implemented algorithms, with each evaluation
beginning with the default data-set.

While the intrusion impact calculation in Table 5 functions as
expected, each algorithm consistently selects the same response within
each scenario, regardless of the velocity. This behavior can be at-
tributed to the high impact values in the two evaluated scenarios. In
cases of less severe intrusions or during the early stages of a stepping-
stone attack, where the HEAVENS parameters result in lower values,
the velocity’s impact becomes relatively more substantial, thus leading
to varying results. Nonetheless, it is important to emphasize that the
proposed IRS architecture is adaptable since the individual weights
𝑤 for HEAVENS parameters can be customized as per Eq. (2). This
customization minimizes the over-representation of static HEAVENS
parameters, enabling the velocity to exert a more pronounced influence
on the selected response.
14
6.2.5. Final remarks
The evaluation of the developed IRS reveals the advantages and

drawbacks of each selection method. The adapted SAW method is
limited by its inability to consider constraints. Consequently, it is not
feasible to employ this method in a fully automated IRS. On the other
hand, LP with minimum cost consistently favors constant responses and
is, therefore, unsuitable for optimal response identification. Despite its
successful application in existing research (Herold et al., 2017; Herold,
2017), the results demonstrate suboptimal behavior for the automo-
tive use case. Nevertheless, it is well-suited for proposing follow-up
responses once the primary intrusion has been mitigated. These follow-
up responses can enhance security by alerting a SOC and providing
information to the car manufacturer, ultimately leading to updated
software. In contrast, the LP method with maximum benefit, excels in
all metrics evaluated for an automotive IRS. Since it offers responses
with high benefits from the outset, it is well-suited to respond to the
primary intrusion.

7. Conclusion and outlook

Modern vehicles’ intricate architecture and advanced connectivity
present unique intrusion challenges. While automotive security re-
search has traditionally emphasized IDSs as a secondary defense layer,
the development of vehicle IRS is in its early stages, drawing inspiration
from related industries. To delve into the development of an automotive
IRS, we sought answers to three key questions: defining potential re-
sponses, outlining response evaluation criteria, and optimizing response
selection. Initially, we categorized automotive intrusions and stepping-
stone attacks into five distinct categories to create a more versatile
intrusion model. Similarly, we classified responses, creating a formal
description for both intrusions and responses. Additionally, we inves-
tigated necessary adjustments to existing risk assessment models to
support response evaluation. Furthermore, we conducted a comprehen-
sive comparison of various optimal selection algorithms, highlighting
the adaptability of the SAW method and Linear Programming (LP)
with various optimizations for IRS integration. Although other algo-
rithm families may gain relevance in the future, they currently face
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limitations in the automotive context. In addition to these findings, we
proposed an IRS architecture that accommodates the distributed nature
of vehicles and addresses automotive-specific constraints. Evaluation in
real-world scenarios has led to the development of a novel vehicular
IRS, demonstrating its potential for integration into modern distributed
vehicle architectures and enhancing overall security.

While the focus of the paper is on the analysis and design of the
IRS, the implementation of the external architecture and the response
execution modules on the local engines on each ECU is still a challenge
towards an IRS as a system. To test such an overall IRS system, real-
world data sets, including both normal operation and attack scenarios,
are needed. Extensive evaluation in Software-in-the-Loop or Hardware-
in-the-Loop testbeds can extend the existing evaluations of algorithms
and the overall system. With respect to the secure communication
of intrusions and responses, further research and standardization are
needed to be performed in order to ensure that the developed IRS
does not only reply in an adequate manner but also distributes its
responses. In this direction, leveraging existing efforts such as Interna-
tional Telecommunication Union (2022) and Matthews and Feinstein
(2007) by extending them towards establishing a standardized method
for securely exchanging the proposed responses within the vehicle and
with other vehicles would provide a solid foundation, as these existing
standards and guidelines already offer valuable insights. Also, it is
important to note that the functionality of our proposed system depends
on the availability of information about the attack, such as its source,
destination, and type, which needs to be provided by the IDS. This in-
formation can be obtained by integrating existing research approaches,
as demonstrated in Jeong et al. (2024) and Ding et al. (2024). Finally,
the modular architecture of REACT allows an easy extension towards
more complex vehicle architectures and new intrusions or responses.
Additionally it allows the integration of new selection algorithms in
the future to adapt to possible changed needs.
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