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Abstract

Industrial Cyber-Physical Systems (ICPSs) are becoming more and more networked and essential to modern infrastructure.
This has led to an increase in the complexity of their dynamics and the challenges of protecting them from advanced cyber
threats have escalated. Conventional intrusion detection systems (IDS) often struggle to interpret high-dimensional, sequential
data efficiently and extract meaningful features. They are characterized by low accuracy and a high rate of false positives.
In this article, we adopt the computational design science approach to design an IDS for ICPS, driven by Generative Al
and cognitive computing. Initially, we designed a Long Short-Term Memory-based Sparse Variational Autoencoder (LSTM-
SVAE) technique to extract relevant features from complex data patterns efficiently. Following this, a Bidirectional Recurrent
Neural Network with Hierarchical Attention (BiRNN-HAID) is constructed. This stage focuses on proficiently identifying
potential intrusions by processing data with enhanced focus and memory capabilities. Next, a Cognitive Enhancement for
Contextual Intrusion Awareness (CE-CIA) is designed to refine the initial predictions by applying cognitive principles. This
enhances the system’s reliability by effectively balancing sensitivity and specificity, thereby reducing false positives. The
final stage, Interpretive Assurance through Activation Insights in Detection Models (IAA-IDM), involves the visualizations of
mean activations of LSTM and GRU layers for providing in-depth insights into the decision-making process for cybersecurity
analysts. Our framework undergoes rigorous testing on two publicly accessible industrial datasets, TON-IoT and Edge-IloTset,
demonstrating its superiority over both baseline methods and recent state-of-the-art approaches.

Keywords Computational design science - Cognitive computing - Generative Al - Intrusion detection system - Industrial
cyber-physical systems

Introduction

The rapid technological advancement in communication,
computing, data analytics, and storage enables industrial
systems to migrate into digitalized, intelligent, and more reli-
able infrastructure. This led to the development of Industrial
Cyber-Physical Systems (ICPSs) which couple physical with
cyberinfrastructure by heavily relying on technology for reli-
able service delivery. Various industries across the sectors
have now adopted ICPs specifically critical infrastructure
sectors notably smart grid, transport, water management, and
others [1, 2]. ICPSs are inherently complex with heteroge-
neous infrastructure and inter-connectivity among different
cyber and physical sub-systems such as a generation plant of a
smart grid is monitored and controlled by the SCADA system

Extended author information available on the last page of the article

inreal-time through substation communication standards and
protocols, i.e., IEC 61850 and Modbus [3]. However, such
inter-dependencies among various subsystems of the ICPSs
increase the attack surface and introduce many security
threats that can be exploited by the potential vulnerabil-
ities and create cascading effects throughout the overall
infrastructure which can degrade system efficiency and reli-
ability, or even cause catastrophic consequences. There are
numerous high-profile cyber attack examples that provide
catastrophic impact on the ICPS and overall business notably
the aluminum manufacturing company Norsk Hydro suffered
with LockerGoga Ransomware attack in 2019 which severely
impacted their entire global supply chain with 22,000 com-
puters being hit across 170 different sites [4]. Further, a
cryptocurrency-based malware attack on the SCADA of a
European water utility company severely disrupted the dis-
tribution facility [5]. Therefore, the security of the ICPS is

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s12559-024-10309-w&domain=pdf

2612

Cognitive Computation (2024) 16:2611-2625

paramount important for the resilience and survivability of
the ICPS.

However, enhancing security for the ICPS is a challeng-
ing task for a number of reasons. Firstly, It is not always
possible in real-time to update and restart industrial control
devices due to their functionalities to monitor and control
the physical part. For instance, SCADA is the heart of the
smart grid transmission system which continuously mon-
itors and regulates the distribution of electricity from the
generation system using data from a Remote Terminal Unit
(RTU) and Feeder Terminal Unit (FTU). Secondly, some of
the devices need to comply with lower latency requirements
which makes it challenging to incorporate additional security
measures like encryption. Thirdly, there are unique threats
and attack patterns for the sector-specific CPS such as vul-
nerabilities in smart grid infrastructure that are not similar to
the transport system due to the distinct features of the cyber
and physical infrastructure [6]. Finally, the threat landscape
is continuously evolving with sophisticated attack patterns
with numerous data to analyze that put significant challenges
for managing the security of the CPS [7].

In this context, an intrusion detection system (IDS) is sug-
gested as a fundamental step to secure the ICPSs by real-time
monitoring of the traffic for detection of potential anomalies
[8, 9]. However, traditional IDS used for the IT infrastruc-
ture need to be tailored for the ICPS due to the nature of
the communication protocols, standards, and unique func-
tionalities of the industrial devices. Several existing works
focus on improving the detection techniques of IDS consid-
ering various physical and cyber sub-systems of ICPS such
as anomaly-based network IDS which investigates the pos-
sible states of the various industrial control system [8], a
report on reviewing of supervised-based intrusion detection
system for SCADA emphasizing the necessity of process-
ing power for detection intrusion [10], Smart Security Probe
(S2P) is adopted to detect possible from the network and
physical process of PLCs and SCADA systems [11], cogni-
tive computing-based IDS [12, 13] and many more. Despite
advancements in current intrusion detection approaches, sev-
eral critical research gaps remain unaddressed, particularly
in the realm of ICPSs [14]. Firstly, there is a notable defi-
ciency in systems that can efficiently process and extract
meaningful features from the high-dimensional, sequential
data typical of ICPS environments, which is essential for
identifying complex intrusion patterns [15]. Furthermore, a
large number of present systems lack a substantial amount
of contextual analysis, which raises the frequency of false
positives and negatives. This deficiency highlights the need
for approaches that can replicate human cognition and pro-
vide a more comprehensive contextual awareness of possible
risks [16]. The interpretability of intrusion detection sys-
tems is another important gap. The absence of openness in
the decision-making procedures of these systems frequently
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erodes confidence and makes it more difficult to develop
sensible countermeasures [17]. Lastly, extensive testing and
validation of IDS in various industrial settings are often
neglected, raising doubts regarding their efficacy and depend-
ability in practical situations. To improve IDS’s effectiveness
and agility in protecting the world’s increasingly complex
and integrated landscape, these shortcomings must be filled
[18, 19].

To overcome the aforementioned shortcomings and im-
prove intrusion detection in the ICPSs, this work employs
the computational design science approach. Specifically, the
proposed approach develops an intelligence IDS based on
Generative Al and cognitive computing to facilitate a higher
level of interpretability and transparency in the decision-
making processes of the IDS.

Contribution

The main contributions of this article can be summarized
as follows:

— Advanced Feature Extraction with LSTM-SVAE:
Introduction of a Long Short-Term Memory-based Sparse
Variational Autoencoder (LSTM-SVAE) for efficient
feature extraction in ICPSs. This model leverages Gen-
erative Al to process high-dimensional, sequential data,
providing a robust foundation for accurate anomaly
detection.

— Innovative Bidirectional RNN with Hierarchical At-
tention (BiRNN-HAID): Development of a novel Bidi-
rectional Recurrent Neural Network enhanced with a
hierarchical attention mechanism. This approach sig-
nificantly improves the detection of complex intrusion
patterns by focusing on pertinent features in the data.

— Cognitive Enhancement for Contextual Intrusion
Awareness (CE-CIA): Integration of cognitive comput-
ing elements for refining intrusion detection predictions.
This stage adds a layer of context-aware analysis, reduc-
ing false positives and enhancing the overall reliability
of the system.

— Interpretive Assurance through Activation Insights
(IAA-IDM): Implementation of a method to visualize
and interpret activation patterns within the neural net-
work. This transparency in the decision-making process
enhances the interpretability of the IDS, providing cyber-
security analysts with valuable insights.

The remainder of this paper is organized as follows: The
“Existing Literature” section presents the existing literature.
In the “Research Design” section, we have discussed the
research design used in this article. The performance evalu-
ation is discussed in the “Performance Evaluation” section.
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The “Conclusion” section concludes the paper with a future
research perspective.

Existing Literature

Cybersecurity IS Literature and Computational
Design Science Guidelines

In recent years, securing massive Information Systems (IS),
such as extensive CPS and large-scale IIoT has been a gravi-
tated research domain yielding multi-dimensional security
approaches proposed to address diversified cybersecurity
challenges [14]. In this context, DL-empowered security
frameworks leveraged by their complex computational oper-
ations are significantly considered a prominent pathway to
investigate adversarial elements in ICPSs [20]. Computa-
tional design science substantially provides valuable insights
by embracing more logical and rational analysis of secu-
rity problems associated with the ICPSs, leading toward
more robust, appropriate, and trustworthy security solutions
[21]. It further familiarizes with a set of methodologies and
algorithms to enable the solution architects with a com-
prehensive understanding of the nature of knowledge to
develop adequate solutions to human-centric problems sus-
tainably [22, 23]. Literature has witnessed an abundance of
research contributions to support this discussion. Researchers
in [13] have designed an intelligent threat detection model
under the norms and best practices of computational design
science. The proposed model is remarkably strengthened
by cognitive computing and aims to interrogate suspicious
entities in ICPS. The framework is equipped with a chain
of processes where the Binary Bacterial Frogging Opti-
mization (BBFO) technique is adopted for effective feature
extraction, Gated Recurrent Unit (GRU) is employed for
classification, and Nesterov-Accelerated Adaptive Moment
Estimation (NADAM) optimizer is applied to enhance the
detection rate of GRU. The proposed system is trained on
the CICIDS2017 and NSL-KDD datasets and is evaluated
in terms of attack detection accuracy, precision, recall, and
fl-score. Another cognitive computing-driven approach is
applied in [24], where the authors have developed a novel
detection mechanism to investigate perilous threat categories
such as probe attacks, User-to-Root (U2R), Remote-to-Local
(R2L) attacks, etc. The model is integrated with a Convolu-
tional Neural Network (CNN) and is trained on an NSL-KDD
dataset, carrying thousands of relevant threat impressions.
Evaluation results validate the performance of the proposed
model regarding the timely detection of attacking instances.
CNN along with Graph Convolutional Network (GCN) is
implied in another cognitive computing-based IDS designed
to explore Advanced Persistent Threats (APT) [25]. The
system continuously examines the functioning processes in

endpoint systems to extract the malware behavior and aggre-
gate it by employing GCN. After that, the CNN mechanism
is applied to detect the APT malware by analyzing the mal-
ware instances collected by GCN. Experiments performed to
evaluate the performance of the designed approach dignify
its potential to detect APTs in endpoint systems.

Computational Models for Intrusion Detection

Cognitive computing-enabled approaches are attaining not-
able attention to develop reliable and consistent security solu-
tions for broadly expanded ICPSs. The charismatic influence
of cognitive computing is vividly reflected by its pecu-
liar attributes, for example, adaptive learning, contextual
understanding, human-centric predictions, scalable forensic
capabilities, and automated response recommendations to
countermeasure sophisticated threats. The authors in [26]
proposed a DL-driven human cognitive privacy-preserving
approach (DeepCog) with appropriate implementations in
industrial policing. The designed framework is based upon a
binary-facet Multi-layer Perceptron Neural Network (MLP-
NN) that considers anonymized Electroencephalography
(EEG) samples to ensure privacy by applying feature-
transforming normalization. The PhysioNet BCI dataset
contains Brain-Computer Interface (BCI)-derived EEG sig-
nal data. Researchers claim the significance of the proposed
approach to enhancing trustworthiness in IlloT-enabled indus-
trial policing. Deep Neural Network (DNN) is a notable DL
classifier that has a variety of applications in designing secu-
rity solutions for smart industries. Researchers in [27] have
proposed a DNN-based on-demand communication system
to analyze cognitive big data on edge devices in IIoT net-
works. The model is trained on the CIFAR 100 dataset, which
has data values from 100 classes, and is evaluated to get an
idea of its efficiency in classifying big data. The authors sug-
gest the implications of their model for security surveillance
applications in large-scale IloT communication scenarios.
The authors in [28] present a DL-empowered model to inves-
tigate emerging cyber security attacks such as reconnaissance
attacks, Complex Malicious Response Injection (CMRI)
attacks, Naive Malicious Response Injection (NMRI), Mali-
cious State Command Injection (MSCI), etc, in scalable CPS.
The model uses an LSTM classifier and is used on Industrial
Control Systems (ICS). While inspecting the performance,
the designed scheme has proven active resilience against
the mentioned attack categories. Class imbalance is a cru-
cial problem when designing intrusion detection solutions
for CPS. Researchers in [29] have addressed this issue and
introduced an Optimal Kernel Extreme Learning Machine
(OKELM) in correspondence with an Imbalanced Generative
Adversarial Network (IGAN) to efficiently investigate poten-
tial threats in real-time CPS environments. The designed
scheme deploys an imbalanced data filter at the convolutional
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layers and is trained on two datasets, e.g., the CICIDS2017
and KDDCup99 datasets. Experimental outcomes indicate
the importance of the proposed scheme for efficiently detect-
ing cyber threats. In addition to the class imbalance problem,
False Data Injection (FDI) attacks are also considered an
imperative attack category to disrupt the integrity of ICPS.
Authors in [30] have addressed these issues by designing
a generalized DNN-based attack detection approach aiming
to identify varying sparsity of FDI attacks. The model is
evaluated on IEEE power systems in various case studies
where the experiments endorse its capacities for intrusion
detection and handling large imbalances with high accu-
racy. However, the proposed scheme requires significant
computational resources, declaring it an unfit choice for
resource-constrained smart networks. Another attempt is
made in [31], where researchers have employed CNN to
formulate a K-fold Triplet CNN (KD-CNN) approach for
the timely identification of suspicious elements in ICPS.
The model aims to investigate several attack categories,
including hulk, slowhttptest, slow loris, etc, under minimal
consumption of system resources. The system is trained on
CICIDS2017 and NSL-KDD datasets comprising numerous
attacking impressions and their capability to address the cru-
cial concerns of duplicate data and data redundancy. On the
performance evaluation scale, the scheme proves an active
protection shield for ICPS against vital cyber threats; how-
ever, significant communication latencies are also spotted.

Research Design

Proposed Cognitive Computing-Driven
Interpretable Intrusion Detection in ICPSs

Stage 1: LSTM-Based Sparse Variational Autoencoder for
Feature Extraction (LSTM-SVAE)

1. LSTM Layer: Long Short-Term Memory (LSTM) net-
works are a type of Recurrent Neural Network (RNN)
designed for sequential data. Due to issues with the van-
ishing and exploding gradient, learning and remembering
long-term dependencies in sequences is challenging for
conventional RNNs. Thus, LSTM was developed to
address these problems. The architecture of LSTM is
made up of several cells, or repeating units. The input gate
(iy), forget gate (f;) and output gate (o¢) are each cell’s
three primary constituents. The LSTM can control the
information flow by using these gates in conjunction with
the cell state. The mathematical equations of an LSTM
cell are as follows [32]:

1. Forget Gate (f;): Decides how much of the previous
cell state should be kept.
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fi = o (W f[h¢—1, x¢] + by) (1

2. Input Gate (i¢): Decides what information about the
new cell state to store.

it = o (Wilhi_1, x¢] + by)

. (2)
Ct = tanh(W C[h¢_1, x¢] + b¢)

3. Update Cell State: Integrate the i¢’s recommendation
for the new cell state with the f’s decision.

Ce=f©Ci1+it©Cr )

4. Output Gate (0¢): determines the following hidden
state based on the input and the state of the cell.

o = o (Wolh¢1, X¢] + bo) @
hy = oy © tanh(Cy)
where x¢ represents the current input, h¢_j is the hidden
state of the previous cell, and C; represents the cell state.
Further, W' f, Wi, W C, and W' o are the weight matrices
and bg, by, bc, and b, are its biases. Moreover, hy denotes
the hidden state and © is the element-wise multiplication.

. SVAE Layer: Given the LSTM’s last hy as an input, the

encoder creates an output of the v and 2 of z.

v = W,h¢ +by,

%)
logo2 = Wsh¢ + b,y

where v is the mean and o2 is the variance of z: which
is a latent variable. Further, W,,, W, are the weights and
by, b, are the biases. Reparameterization trick is further
used to sample the z as follow:

Z=v+00O¢€ (6)

Given the z, the decoder then reconstructs the input
sequence X as follow:

X = fa(z) (N

where f; denotes the decoder function.

. Loss Function: Furthermore, the loss function L is cal-

culated using the following equation:
L=1L,+ ,BLkl + AL (8)

where L, denotes the reconstruction loss, Lj; represents
the KL-divergence between the distribution of the encoder
and a conventional normal distribution, and L is sparsity
penalty. Further, the 8 and A represent the hyperparame-
ters. The working is explained in Algorithm 1.
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Algorithm 1 LSTM-based sparse variational autoencoder for
feature extraction (LSTM-SVAE)

1: LSTM layer for sequential data processing and feature extrac-
tion:

2: Initialize LSTM with input gate (it ), forget gate (f;), output gate (0¢)

3: for each time step 7 do

4:  Compute forget gate: f; = o (W f[h¢—1, X¢] + bg)

5:  Compute input gate: iy = o (W ilh¢_1, X¢] + bj)

6:  Update candidate cell state: Ct = tanh(W C[hy_1, x¢] + bc)
7:  Update cell state: C¢ = f; © Ci—1 + it © Ct

8:  Compute output gate: o = o (W o[h¢_1, X¢] + bg)

9:  Update hidden state: hy = o¢ © tanh(Cy)

10: end for

11: SVAE Layer for Latent Variable Representation:

12: Given last hidden state hy from LSTM:

13: Compute mean v and variance log o2 of latent variable z
14: Sample z using reparameterization trick: Z=v + 0 ©Q €
15: Reconstruct input sequence X: X = f;(z)

16: Calculation of Loss Function:

17: Calculate loss L: L = L, + BLy + ALg

Stage 2: Bidirectional RNN with Hierarchical Attention for
Intrusion Detection (BiRNN-HAID)

We have further employed Bidirectional LSTM and bidi-
rectional GRU with a Hierarchical Attention mechanism for
efficient intrusion detection. The details are as follows:

1. Bidirectional LSTM: A bidirectional LSTM has two
parts,i.e., forward LSTM and backward LSTM. The input
sequence is processed in opposing directions by each
component. Equations (1) to (4) are the mathematical
operations of the cell of an LSTM. For BiLSTM, it uses
the following equation:

b/ Gl = LSTM (R, He g/, Ty

<~ <~ <« f

©)

— . —
where hy/7wd represents the hidden state and C,/rwd

denotes cell state of the forward LSTM at time step .
bkwd bkwd

However, E represents the hidden state and ((J_t
denotes cell state of the backward LSTM at time step
¢. Further, X; and X; denotes the input for forward and
backward LSTM at ¢ respectively.

2. Bidirectional GRU: A bidirectional GRU also has two
parts: forward and backward GRU. The forward GRU
processes the input in the forward while the backward
processes it in the backward direction. A simple GRU
comprises two gates, i.e., update (z¢) and reset gate (ry)
with a candidate state (ﬁ,) and updated hidden state (hy).
The following are the mathematical operations of a GRU
cell [33]:

7zt = o (W z[h¢_1, x¢] + by)

re = o (Wrlhe_1, x¢] + by)

hr = tanh(W h[r; © ht — 1, x¢] + by)
he=(1—2z)Ohi_1+2z Oh

(10)

where x¢ denotes the input, hy is the hidden state, o rep-
resents the sigmoid activation function. W'z, W'r, and
W' h are the weight matrices and b, b,, and by, are bias
vectors. The bidirectional GRU computes the operations
of forward and backward GRU by using the equation as
follows:

e/ = GRU (X by

<~ <—
h""? = GRU (3¢ hy1 ")

(11)

where H:f rwd gand f;bk"’d represents the forward and
backward GRU hidden states, while §§ and § are the

inputs.

3. Attention Mechanism: Further, the method used to cal-

culate a sequence’s attention scores is:
oy = SMax(Wahi_1 +by) (12)

The context vector of the sequence becomes:

c= ZUzht (13)
'

4) Dense Output Layer: Moreover, we employed a dense
layer, where the flattened features from the attention go
through a linear transformation and then an activation:

M =o(Wdf+bg) (14)

where o represents the softmax activation function for
multiclass classification. The following equation per-
forms the operation for softmax:

B el
= =1,
Yo €]

where pj denotes the probability of the input belongs to
class i, zi is the logit and n represents the total number of
classes. The working is explained in Algorithm 2.

pi (15)

Stage 3: Cognitive Enhancement for Contextual Intrusion
Awareness (CE-CIA)

The “Generalized Cognitive Refinement of Confidence

Scores” Algorithm 3, positioned as Stage 3 in the CE-CIA
framework, is a significant advancement in the realm of IDS.
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Algorithm 2 Bidirectional LSTM and GRU with hierarchical
attention mechanism

1: Bidirectional LSTM:

2: for each time step ¢ in input sequence do

3:  Compute forward LSTM: H:f””d, af’“’d

4:  Compute backward LSTM: Ehk"’d R (C_thk""d
5: end for

6: Bidirectional GRU:

7: for each time step ¢ in input sequence do

8:  Compute forward GRU: Kf’ wd

9:  Compute backward GRU: ﬁbk“’d

10: end for

11: Attention Mechanism:

12: for each time step ¢t do

13: Compute attention scores: 0y = SMax(W ah¢_1 + by)
14:  Calculate context vector: ¢ = »_, o;h¢

15: end for

16: Dense Output Layer:

17: Flatten features and apply linear transformation

18: Apply softmax activation: p; = Z];.:llez.i

This stage is instrumental in fine-tuning the confidence scores
derived from predictive models, thereby elevating the over-
all accuracy and reliability of intrusion detection. intrusion
detection systems are often challenged by the delicate bal-
ance between accurately identifying genuine threats (true
positives) and avoiding false alarms (false positives). The
CE-CIA stage addresses this challenge by applying a cog-
nitive layer of analysis to the preliminary results obtained
from earlier stages of the IDS. This layer is not just a fil-
ter but a cognitive enhancer that intelligently refines the
confidence scores based on contextual understanding. The

Algorithm 3 Generalized cognitive refinement of confidence

scores

1: procedure COGNITIVEREFINECONFIDENCE(results, threshold,
factor)

2:  refinedResults < empty list > Initial parameters: > results -
DataFrame of initial prediction results > threshold - Confidence
score threshold for refinement > factor - Reduction factor for
scores below the threshold > Iterate over results to apply
context-aware refinement

3:  for each row in results do © Evaluate if refinement is needed
based on cognitive criteria

4: if row.ConfidenceScore < threshold then

5: refinedScore <— row.ConfidenceScore x factor
Reduce score to minimize false positives, reflecting contextual
understanding

6: else

7 refinedScore <— row.ConfidenceScore > Maintain

high confidence scores, indicative of clear patterns

8: end if © Accumulate refined results with cognitive insights

9: Append  (row.ID,row.TrueLabel,refinedScore) to
refined Results

10:  end for

11:  return refinedResults as DataFrame > Output provides a
cognitive-enhanced view of intrusion likelihood
12: end procedure

working of the algorithm is both methodical and insightful.
It begins by iterating over the set of initial prediction results.
For each instance, the algorithm assesses whether the asso-
ciated confidence score falls below a predefined threshold.
If it does, this is interpreted as an indication of uncertainty,
and the score is conservatively reduced by a specified fac-
tor. This reduction is rooted in the cognitive principle of
minimizing false positives, particularly in ambiguous cases
where the model’s confidence is not high enough. Conversely,
for instances where the model exhibits high confidence, the
scores are maintained, signifying a clear pattern recognition
by the model. The system creates an updated set of cogni-
tively improved predictions by adding these refined scores to
the findings. This shows that they are assessments that take
into account the finer points and circumstances of possible
intrusion scenarios rather than just being numerical values.
Due to this, the output provides an improved understand-
ing of the probability of an intrusion, enabling cybersecurity
experts to make more informed decisions.

Stage 4: Interpretive Analysis and Assurance of Intrusion
Detection Mechanisms (IAA-IDM)

Intrusion detection, a critical component in cybersecurity,
involves analyzing network data to identify potential unau-
thorized or malicious activities. The complexity and evolving
nature of network intrusions necessitate models that not only
detect but also provide insights into their decision-making
processes. The Algorithm 4 plays a pivotal role in enhanc-
ing the effectiveness of IDS by interpreting activation values
in Bi-directional Long Short-Term Memory (BiLSTM) and
Bi-directional Gated Recurrent Unit (BiGRU) layers. This
algorithm is designed to meet a specific need. It starts by

Algorithm 4 Interpretation of activation values for BIRNN-

HAID

1: Input: Trained neural network model with BiLSTM and BiGRU
layers

: Output: Mean activation values for BILSTM and BiGRU units

: Select a subset of the data for activation visualization

: Define subset Size to specify the number of samples

: Extract a subset of the input data, x Subset, of size subsetSize

: Create an activation model to extract intermediate activations

: Define activationModel to output activations from BiLSTM and
BiGRU layers

8: Get activations for the subset

9: activations < activationModel.predict(xSubset)

10: Calculate mean activation values for BILSTM and BiGRU units

11: meanActivationsBiLSTM < activations[0].mean(axis =

0)

12: meanActivations BiGRU < activations[2].mean(axis = 0)

13: Visualize the mean activation values

14: Create bar plots for meanActivationsBiLSTM and

meanActivations BiGRU
15: Label the x-axis as “Unit” and y-axis as “Mean Activation Value”

~N O\ R W
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selecting a subset of network data, focusing on instances
that are representative of typical network traffic. The core of
the algorithm involves a specialized neural network model,
composed of BILSTM and BiGRU layers, designed to pro-
cess and analyze this data. "BiLSTMs and BiGRUs are adept
at handling sequential data, making them ideal for analyzing
time-dependent network traffic patterns. Their unique archi-
tecture allows them to remember long-term dependencies and
nuances in the data, crucial for detecting sophisticated intru-
sion patterns. This approach is novel since it can interpret
these BILSTM and BiGRU layer activations. The approach
gives us a better understanding of the model’s focus dur-
ing prediction by determining the mean activation values of
each unit within these layers. These activation values provide
a window into the “thought process” of the model by essen-
tially indicating the contribution of each unit to the choice
made at a certain time step. The algorithm’s usefulness is fur-
ther increased through the visualization of these mean activa-
tion levels. Cybersecurity analysts can determine which char-
acteristics or patterns in network traffic are most important
foridentifying breaches by charting these values. This knowl-
edge is extremely helpful for comprehending the behavior of
the model, optimizing its functionality, and even directing
the creation of more potent intrusion detection techniques.

Performance Evaluation

This section provides the complete details about the exper-
imental setup followed by the dataset and pre-processing
details. We further provide details about the metrics that are
employed to evaluate the proposed model’s performance.
Finally, we evaluate the performance of the proposed IDS
and discuss the results in this section.

Experimental Setup

The experiment is conducted on a PowerEdge R940xa Rack
Server, equipped with two Intel Xeon Gold 6240 processors
running at 2.6 GHz, 256 GB of RAM, and 8§ NVIDIA Ampere
A100, 80GB Passive GPUs. The server uses Windows Server
2019 standard. The deep learning models are built using Ten-
sorFlow 2.16 and Keras 3. In order to select the most suitable
parameters, we conducted numerous experiments (approxi-
mately 5 to 7 iterations) guided by the results of performance
metrics. The final parameters used are illustrated in Table 1.
Additionally, the default parameters of Decision Tree (DT),
Random Forest (RF), and Naive Bayes (NB) in scikit-learn
Python are utilized.

Table 1 Experimental setup for each stage

Stage 1: LSTM-SVAE

LSTM component
LSTM layers 3
Units per LSTM layer 128
Output layer function Softmax

Input layer nodes 44 for ToN-IoT and 96 for Edge-1IoTset

LSTM timestep 1
SVAE component

Encoder layers 2 (128 and 32 nodes)
Encoder activation tanh
Decoder layers 2 (32 and 128 nodes)
Decoder activation tanh
Loss Kullback-Leibler Divergence
Epochs 2000
Optimizer Adam
Batch size 250

Stage 2: BIRNN-HAID
BiRNN layers 2

Number of units in each BiRNN layer 64
Attention mechanism Hierarchical
Attention type self-attention
Softmax

10 for both datasets

Output layer function

Input layer nodes

BiRNN timestep 1
Optimizer Adam
Loss Categorical cross-entropy

Dataset and Preprocessing

We employed two publicly available datasets, such that TON-
IoT [34] and Edge-IIoTset [35] to evaluate the performance
of the proposed IDS. ToN-IoT is a significant resource for
research in the field of IT security. It is designed to facili-
tate the study of IDS by providing a comprehensive set of
network traffic data that simulates a variety of cyber-attacks
and normal traffic scenarios. This dataset is instrumental in
developing and evaluating IDS models. On the other hand, the
EDGEIIoTset dataset is particularly focused on edge com-
puting environments within the CPS ecosystem. It provides
data related to CPS devices operating in edge computing
scenarios, including network traffic, device behavior, and
security threats specific to such environments. Further, it aids
in the development of security solutions and monitoring sys-
tems that are optimized for the edge computing landscape.
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In this work, we consider a normal class and nine attack
classes of the ToN-IoT dataset, i.e., DDoS, Backdoor, MiTM,
etc while for the Edge-IloTset we consider one normal and
fourteen attack classes. Furthermore, we employed different
steps to preprocess the data as it impacts the performance
of the model [36]. Firstly, we imputed all the missing values
and removed the incomplete rows from both the dataset. Sec-
ondly, we converted all the categorical variables to numerical
values by using one-hot encoding. Thirdly, we employed the
Min-Max scaler function to normalize the data. Finally, we
divide both the datasets into training and testing data, i.e., the
model was trained using 70% of the data and validated and
tested using the remaining 30%. The complete details about
the instances in the training and testing sets of these datasets
are provided in Table 2.

Evaluation Metrics
In this study, we used a number of assessment measures,
including Accuracy (Acc), Precision (Pr), Recall (Re), and

Fl-score (F1), to evaluate the performance of the pro-
posed IDS. For additional performance assessment, we used

Table 2 Datasets detail

Dataset Class Training set ~ Testing set

ToN-IoT Backdoor 12,991 6009
DDoS 13,984 6016
DoS 13,951 6049
Injection 13,952 6048
MiTM 733 310
Normal 209,964 90,036
Password 14,100 5900
Ransomeware 14,011 5989
Scanning 14,032 5968
XSS 14,012 5988

Edge-IloTset Normal 966,595 414,263
DDoS UDP 85,319 36,248
DDoS ICMP 47,626 20,313
SQL Injection 35,626 15,200
DDoS TCP 34984 15,078
Vulnerability scanner 34,735 15,291
Password 34,833 15,100
DDoS HTTP 34,508 14,695
Uploading 25,835 11,080
Backdoor 16,830 7196
Port scanning 14,082 5901
XSS 10,510 4556
Ransomware 6803 2886
Fingerprinting 574 279
MITM 252 106

@ Springer

the confusion matrix and Receiver Operating Characteristic
(ROC) curve. The following equations are used to calculate
the values for Acc, Pr, Re, and F1 [37]:

T,P + T,N
Acc = ot (16)
T,P+T,N + F,P + F,N
T, P
Pr=—"—— (17)
T,P + F,P
T,P
Re=—"—— (18)
T,P + FuN
Pr x Re
F1=2x (19)
Pr + Re

where T, P denotes the true positive, T, N represents the true
negative, F, P is the false positive, and F, N is false neg-
ative. Further, for overall analysis, we have used weighted
component. The weighted calculations for precision, recall,
and F1-score are as follows: The precision for each class is
weighted by the number of true instances for that class in the
dataset. The overall weighted precision is the sum of these
individual weighted precisions.

N
Pryeighted = Z w; X Pr; (20)

i=1

where w; is the proportion of true instances for class i in
the dataset, and Pr; is the precision for class i. N is the
total number of classes. The recall for each class is weighted
by the proportion of true instances for that class. The over-
all weighted recall is the sum of these individual weighted
recalls.

N
Reyeighted = Z w; X Re; (2D

i=1

where w; is as defined above, and Re; is the recall for class i.
The F1-score for each class is computed and then weighted
by the proportion of true instances for that class. The overall
weighted Fl-score is the sum of these individual weighted
F1-scores.

N
Flyeighted = Y wi X F1; (22)

i=1

Performance Evaluation of the proposed IDS

We evaluate the performance of the proposed IDS in this sub-
section. Firstly, we provide the accuracy vs loss output of the
proposed model to show the optimal fit. Figure 1 depicts the
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training Acc and validation Acc Vs training loss and valida-
tion loss for the ToN-IoT dataset. In contrast, Fig. 2 presents
the output for the Edge-IloTset dataset. It can be seen in
Fig. 1 that the proposed model achieved a training and vali-
dation Acc of 99.85% and 99.95% for the ToN-IoT dataset,
while it has a training loss of 0.64% with validation loss of
0.41% respectively. For the Edge-IloTset dataset, it achieved
training Acc of 95.32% and validation Acc of 95.35% with
training and validation loss of 9.35% and 9.30% accordingly.
These results show the optimal fit of the proposed model and
prove it is neither overfitting nor underfitting. Further, a con-
fusion matrix, which is also known as an uncertainty matrix is
used for evaluation. In the confusion matrix, each of the rows
denotes the true class and the predicted class is represented by
each column in the matrix. The cell indicates the number of
instances from the true class that were predicted correctly by
the model. We provide the confusion matrix of the proposed
mechanism using both datasets. Figure 3 depicts the confu-
sion matrix for the Ton-IoT dataset, and Fig.4 presents the
confusion matrix for the Edge-IloTset dataset. It can be seen
that the proposed model identified all of the classes of these
datasets correctly, i.e., it predicted 90,036 instances from the
Normal class, 6031 from DoS, 6014 from the DDoS class,
and so on. Moreover, the Receiver Operating Characteristic
(ROC) is also considered an important evaluation metric. It
is a graphical representation, which is used to evaluate the
performance of a classification model. An ROC value near
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Fig.2 Acc vs Loss Edge-IloT
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Fig. 3 This confusion matrix provides an in-depth evaluation of the
model’s classification performance for various classes present in ToN-
ToT dataset. The x-axis represents predicted labels, while the y-axis
corresponds to true labels

1 indicates the efficient performance of a model, while ROC
values less than 0.5 are considered as poor performance by
the model. We provide the ROC curve of the proposed model
in Figs. 5 and 6 for ToN-IoT and Edge-IloTset datasets. It can
be seen that the proposed model has a 0.99999 micro aver-
age and a 0.99998 macro average for the ToN-IoT dataset.
Further, it has micro and macro averages of 0.99931 and
0.99522 for the Edge-IloTset dataset respectively. The micro
and macro averages under both these datasets are almost
equal to 1, which further indicates the efficient performance
of the proposed IDS.
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Fig. 4 This confusion matrix provides an in-depth evaluation of the
model’s classification performance for various classes present in Edge-
IIoT dataset. The x-axis represents predicted labels, while the y-axis
corresponds to true labels
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based on its False Positive Rate (FPR) depicted on the x-axis and True
Positive Rate (TPR) represented on the y-axis
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based on its False Positive Rate (FPR) depicted on the x-axis and True
Positive Rate (TPR) represented on the y-axis

Moreover, we provide the class-wise performance of the
proposed IDS in terms of Pr, Re, and F1. Table 3 presents
the class-wise performance of the proposed IDS using the
ToN-IoT dataset. The proposed IDS has a Pr of 100% for the
Backdoor, Normal, and Scanning classes. For other classes,
ithas achieved Pr values between 98.07 and 99.96%. In terms
of Re, it has achieved 100% Re for Normal, Ransomware,
Scanning, and XSS classes. However, it has Re between

Table 3 Class-wise results (%) for ToN-IoT dataset

99.58 and 99.96% for the remaining classes of the ToN-IoT
dataset. For F1, it has achieved F1 of 99.88% for Backdoor
class, 99.78% for DDoS, 99.83% for DoS, 99.64% for Injec-
tion, 98.39% for MiTM, 99.90% for Password, 99.89% for
Ransomware, and 99.94% for XSS classes. It has achieved
an F1 of 100% for Normal and Scanning classes. Regard-
ing the false positive rate, the proposed IDS achieved the
lowest false positive rate of 0.00 for the MITM class. For
other classes, it has a false positive rate between 0.000001
and 0.00005. Furthermore, we provide the class-wise per-
formance for the Edge-IloTset dataset in Table 4. Regarding
Pr, it achieved the Pr of 100% for the Normal class, while
for DDoS UDP, it has Pr of 99.98%. Further, it has a Pr of
99.97% for DDoS ICMP, 46.31% for SQL Injection, 86.41%
for DDoS TCP, 95.67 for Vulnerability Scanner, 29.73% for
Password, 94.78% for DDoS HTTP, 67.69% for Uploading,
99.43 for Backdoor, 95.63% for Port Scanning, 47.33% for
XSS, 99.96% for Ransomware, 99.48% for Fingerprinting,
and 99.06% for MITM classes. Regarding Re, it has 100%
Re for DDoS UDP, DDoS TCP, and MITM classes. For other
classes, it has a minimum Re of 21.07% for the Password
class and a maximum of 97.77% for the Ransomware class.
Moreover, it has achieved an F1 of 99.99% for the Normal
and DDoS UDP classes, 99.98% for DDoS ICMP, 60.87% for
SQL Injection, 92.71% for DDoS TCP, 60.38 for Vulnerabil-
ity Scanner, 24.66% for Password, 87.54% for DDoS HTTP,
60.48% for Uploading, 98.88 for Backdoor, 74.41% for Port
Scanning, 58.85% for XSS, 98.34% for Ransomware, 81.85%
for Fingerprinting, and 99.53% for MITM classes. Moreover,
the proposed IDS achieved the lowest false positive rate of
0.00 for the Normal and MITM classes. For other classes, it
has a false positive rate between 0.000001 and 0.03186.

Analysis for Generalized Cognitive Refinement
of Confidence Score

Figures 7 and 8 compare the initial confidence scores
(Stage 2) with the refined scores post-algorithm application
(Stage 3) for “password” and “DDoS_UDP” attack present
in ToN-IoT and Edge-IloTset datasets. This approach can
be generalized for each attack present in the dataset. The
notable differences between these two stages, particularly
the reduction in confidence scores for several instances, indi-

Parameters Backdoor DDoS DoS Injection MITM Normal Password Ransomware Scanning XSS
Precision (Pr) 100.00 99.60 99.96 99.70 98.07 100.00  99.94 99.80 100.00 99.89
Recall (Re) 99.76 99.96 99.70 99.58 98.70 100.00  99.86 100.00 100.00 100.00
Fl-score (F1) 99.88 99.78 99.83 99.64 98.39 100.00  99.90 99.89 100.00 99.94
False positive rate ~ 0.00005 0.00013  0.00002 0.00012 0.00 0.00004  0.00002 0.00014 0.00001 0.000007
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indicate stronger activation. By comparing two parts inside
Figs.9 and 10 for ToN-IoT and Edge-IIoT datasets, we can
get insights into how different types of RNN units (LSTM vs.
GRU) process the same data. It might reveal differences in
how they capture and respond to patterns in the data. Under-
standing the activation patterns can also help in diagnosing
the model’s behavior. For example, if certain units are con-
sistently not activated (mean activation values close to 0),
they might not be contributing much to the model’s perfor-
mance. Moreover, high variation in activation values across
the units may also indicate how different units are picking
up various features or aspects of the input data. This can
lead to insights into which features are more relevant to the
model’s predictions.

Comparison with Baselines

Finally, the performance of the proposed IDS is compared
with some baseline approaches, i.e., Decision Tree (DT),
Random Forest (RF), Naive Bayes (NB), Long-short-term
Memory (LSTM), and Bidirectional Long-short-term Mem-
ory (BILSTM) to further evaluate its performance. The
comparison with these baseline approaches on the ToN-IoT
datasetis provided in Fig. 1 1. Itis clear from the figure that the
proposed IDS obtained an Acc of 99.95% with Pr, Re, and F1
each at 99.94%. On the other hand, DT has an Acc, Pr, Re, and
F10f95.34%, 74.72%, 80.00%, and 76.33%. Further, the RF
has Acc 0of97.81%, NB has 90.69%, LSTM has 82% and Bil-
STM has 84.49%. Whereas the Pr values of RF, NB, LSTM,
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Fig. 11 Comparison of algorithm performance on ToN-IoT dataset

and BILSTM are 87.55%, 77.68%, 78.00%, and 83.98%
accordingly. Regarding Re, they achieved Re of 85.43%,
77.70%, 81.45%, and 81.56%. Finally, they have F1 values
of 76.41%,72.43%, 81.49%, and 81.20%. The proposed IDS
outperformed the baseline classifiers by achieving higher val-
ues of Acc, Pr, Re, and F1 under the ToN-IoT dataset.

We further provide a comparison against these baseline
approaches using the Edge-IloTset dataset. Figure 12 depicts
the comparison of the proposed IDS against these baselines.
It can be seen that the proposed IDS has an Acc of 94.20%,
Pr of 95.06%, Re of 94.19%, and F1 of 94.07%. The values
of Acc achieved by the baselines are as follows: DT achieved
92.20%, RF achieved 92.50%, NB achieved 92.00%, LSTM
achieved 92.80%, and BiLSTM achieved an Acc of 93.00%
accordingly. Regarding Pr, the DT has Pr of 93.06%, whereas
the Pr values of RF, NB, LSTM, and BiLSTM are 93.36%,
92.86%, 93.6%, and 93.86%. Furthermore, the Re values of

100

80 -
X 60| |
(]
—
S 40|

20 [-| 0@ Accuracy I B Precision

B5 Recall BEF1-Score

¢ I &

Fig. 12 Comparison of algorithm performance on Edge-IloT dataset
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these baseline approaches are as follows: DT has achieved
Re of 92.19%, RF has 92.49%, NB has 91.99%, LSTM
has 92.79%, and BiLSTM has Re of 92.99% respectively.
Finally, the comparison in terms of F1 under the Edge-IloTset
dataset is also provided in Fig. 12. The DT and RF have F1
values of 92.07% and 92.37%. While, NB, LSTM, and BiL-
STM have F1 of 91.87%, 92.67%, and 92.87% accordingly.
This comparison using the Edge-IloTset dataset also proves
the efficient performance of the proposed IDS compared
to these baseline approaches, thus proving its efficiency in
threat detection.

Conclusion

In order to improve intrusion detection in Industrial Cyber-
Physical Systems (ICPSs), this research introduces a unique
approach that uses Generative Al and cognitive comput-
ing. For effective data processing and feature extraction, the
system uses a Long Short-Term Memory-based Sparse Varia-
tional Autoencoder (LSTM-SVAE), and for precise detection
of complex intrusion patterns, it uses a Bidirectional RNN
with Hierarchical Attention (BiRNN-HAID). The Cogni-
tive Enhancement for Contextual Intrusion Awareness (CE-
CIA) component improves threat understanding and reduces
false positives and negatives. The Interpretive Assurance
through Activation Insights in Detection Models (IAA-IDM)
provides insights into the system’s decision-making pro-
cess, enhancing its transparency and trustworthiness. Future
efforts will focus on refining the proposed method to strike
an ideal balance between detection accuracy and computa-
tional efficiency. This will include using machine learning to
allocate resources more intelligently, improving algorithms
for efficiency without compromising quality, and testing dif-
ferent configurations to identify the most effective approach.
This will make the proposed IDS apt for real-time applica-
tions in intricate ICPS environments.
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