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ABSTRACT

Segment Routing (SR) has been recently introduoeentble efficient traffic engineering while siniping

control plane operations. Thanks to the sourcemguaradigm, traffic flows can be dynamically reditalong
the network, effectively exploiting network resoesc In this paper, dynamic SR operations for maijter
networking are presented and experimentally dematest. In particular, SR-based dynamic optical lsgpend
effective load balancing are validated in a miidr network testbed, showing enhanced capabititieshieve
effective resource utilization while guaranteeiiggntweight control operations.
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1. INTRODUCTION

The Segment Routing (SR) technology has been Hlgdatrioduced to provide effective traffic enginaer (TE)
while simplifying control plane operation [1-4]. SRlies on the source-routing paradigm: a spedifica
designed header, composed of a stack of multi-pobt@abel-switched (MPLS) labels (i.e., the segmiest} is
enforced at the ingress node so that the traffiwdlare routed through the desired path. At tramies, packets
are forwarded along the shortest path toward ttike mepresented by the top label in the segmenfiigs way,
transit nodes can avoid a signalling protocol dmel maintenance of flow entries, significantly siifyphg
control plane operations [5-9]. In case of equat coultiple paths (ECMP), SR by default exploitsaaailable
routes, performing per-flow load balancing among #vailable paths [110]. This enables automatic and
effective exploitation of the network resource. Hwer, in some networking scenarios, e.g. upon r&ilu
occurrence in multi-layer networks, it may be béief to enable load balancing among non ECMP mute
this paper, we implement and experimentally dematesta SR-based Software Defined Network (SDN)
solution enabling load balancing among non-ECMRea®in multi-layer networks including an IP/MPLSéa
over an Elastic Optical Network (EON) layer. Thiaywdynamic and effective traffic engineering isfpamed,
successfully exploiting available network resouraks® in case of non-ECMP routes.

2. PREVIOUSWORKS ON SEGMENT ROUTING

Segment Routing standardization is rapidly evolwvithin IETF [1, 3] and relevant research work Heeen
conducted within the academic community. Author$1df] proposed to combine the benefits of SR wiithse
of a SDN control plane. The work in [9] implement®R in carrier grade Ethernet networks includirdgtailed
simulation studies. Algorithms to compute the segimist encoding a given path are proposed in B, 113].

Specifically, [2] and [13] propose the utilizatioh an auxiliary graph model representing the abédlanetwork
segments for computing the segment list, whereasvtirk in [12] proposes a greedy algorithm to cotapghe
segment list of minimum depth. The works in [14] fiddmulate a multi-commaodity flow problem to evate

the benefits of SR. The work in [14] reports aniaghble reduction of up to an order of magnitudé¢him state
maintained in routers by using SR instead of RS\E?Whereas [15] shows that using segment list caepof
only two labels, SR is able to provide significdnefits with respect to shortest path routing.rlteeveral
works including [5, 7, 8, 9, 16] detail experimdnitaplementations and evaluations of the SR archite.

Finally, few works propose effective recovery teiges using SR [7, 17, 18].

In this work we focus on the utilization of SR cepts in multi-layer networks (e.g. IP/MPLS over EOM

particular, this work presents possible issues ey arise applying SR in multi-layer network amdpgmses a
possible solution.

3. SEGMENT ROUTING (SR) OPERATIONSIN MULTI-LAYER NETWORKS

Fig. 1 shows a portion of a multi-layer core netiwscenario, composed of packet and optical nodpsc&

nodes provide the transport technology. Trafficieegring is performed at the MPLS packet level bfpecing

the proper route. In particular, when a new trafliiov has to be established, a request is issudietaontroller
that computes the path, encodes the path usingraes list, and properly configures the ingreskptainode to
enforce the computed segment list.

If a request arrives from node A to node F, thetradler selects between two possible routes: theerd\-B-C-

D-E-F traversing the full sequence of packet noded the route A-B-E-F exploiting optical bypas.(i.
avoiding packet nodes C and D). In the context®fSnce the latter route results of shortest gost,one label
indicating node F (i.e., Segment Identifier SIDcBh be enforced at node A to route the flow throtnghoptical



bypass (i.e., by node B through the adjacency BAigrnatively, to specifically select the full seence of
packet nodes, a segment list composed of two Sl®sla@bels) is required, having node C as togllaind node
F as bottom one. During packet forwarding, at nGdéabel C is popped, leaving F as the new topllalmng
the rest of the path. Note that the selection tifeeipaths can be performed in an extremely dynawvaig by
simply enforcing to each incoming packet at nodihé proper segment list, without requiring compdex time
consuming control plane operations [4, 5, 12].

Fig. 1: Segment routing for dynamic optical bypass Fig. 2: reference network scenario

4. ECMPMULTI-LAYER SCENARIO

Besides dynamic optical bypass operations, theesRnblogy can be efficiently adopted to addresgpical

traffic engineering issue that affects core netwqimploying either SR or traditional MPLS). FigsRows a
second network scenario reproducing a typical thoahed connectivity of node A to the transport nekwéor

reliability purposes, two ECMP routes are activabtetiveen nodes A and D. Using either MPLS or SRuilte
routes can be simultaneously exploited applyingfipev load balancing. Specifically, in the SR casede A
enforces all the traffic directed to node D witlsegment list including only the label of the destiion node
(i.e., D), then the SR agent will automatically Bppad balancing on the two available ECMP [1,3].

In case of failures on the optical layer, e.g.iok E-F, route A-B-C-D becomes the unique shores and it is
fully exploited by all A-D traffic flows. Howeverccording to the recovery scheme, two cases may olecthe
first case, recovery is performed at the opticgeteonly (i.e., A-F through ROADM G). In the secoodse,
multi-layer recovery takes place exploiting alreadyablished adjacencies at the packet level E:6&,and G-F
through MPLS fast reroute). Since optical restoratnay take seconds, most network operators piefety on
the latter scheme which guarantees fast reactioa ¢e.g., few tens of milliseconds). However, tual homed
scenario as the one in Fig. 2, the recovered Egafhection is not actually exploited by A-D traffiince it
becomes at higher cost.

5. SR FOR LOAD BALANCING OVER NON-ECMP

In the scenario depicted in Fig. 2 it is desirableontinue load-balancing on the two alternatéasalso if one
of the two routes has higher cost.

Using SR we propose two different solutions to gusge the enforcement of load-balancing after diere.
The first solution, named CENTRALIZED-SR, involvée SDN controller upon failure occurrence, thus it
very flexible but not particularly fast. In the s&cl solution, named PRECONFIGURED-SR, the dataepian
pre-configured and the controller is not involvgmbn failure occurrence. This latter solution issl@exible but
guarantees a faster traffic recovery.

Specifically, using the CENTRALIZED-SR scheme, whbe failure is detected, the controller enfordes t
utilization of a new segment list to a subset délelsshed traffic flows. This way, the flows seledtto be routed
along the pati\-E-G-F-B will be sent out toward node using a segment list composed of two labels, &g.,
D. This procedure is much simpler and faster thatabéishing a new LSP. Indeed it requires only a
communication between the controller and the sourode A, and does not involve optical layer re-
configuration.

Using the PRECONFIGURED-SR the data plane is prdigored so that also in case of failure the sommde
continues to effectively perform load balancing.isTisolution is implemented utilizing thgroup table
functionality provided by the OpenFlow protocolstead of using a simple flow entry at the sourcden®
applying the segment list composed only by thell&hehe flow entry delegates the traffic treatmenatgroup
entry of typeselect[19]. This type of group enforces an explicit lobdlancing among a set of buckets by
applying local policies depending on the data plam@ementation (e.g., Open vSwitch implements tbrwbin
per-flow load balancing). Each bucket containssa dif actions. In the example in Fig. 2, the selpcup



contains two buckets. The first bucket enforcesations: push MPLS labé&l, output towardB. The second
bucket enforces the actions: push MPLS ldbgbutput towardE. In this way, also when the failure occurs,
nodeA continues to apply load-balancing on the two btgkiwus nod& continues to receive traffic with the
segment lisD. This traffic will be correctly forwarded on theth G-F-D because, starting from no@e this
path is the unique shortest patiDtoDepending on the specific network topology the twackets may enforces
different segment lists. Thus, with PRECONFIGURER-Solution the load-balancing of the traffic can be
easily applied also on NON-ECMP routes. Moreovéis tsolution is easily extendable to perform load-
balancing on a generic number of routes [19].

6. EXPERIMENTAL VALIDATION

In order to evaluate the functional behaviour amel performance of the PRECONFIGURED-SR solution, a
testbed has been prepared. The experimental teghbmamposed by 1 OpenFlow Ryu SR controller versio
4.11, extended with new SR functionalities, 8 OpewrFenabled switch, running Open vSwitch software
version 2.4, able to process MPLS labels, 1 trafBoerator/analyser in order to generate streanmsadfing
traffic. In Fig. 3 the network topology view exposed by the Ryu Gishown. RT1 and RT2 are the interfaces
of the traffic generator/analyser connected reggalgtto port 4 of switch 1 and 4 of switch 6.

Ryu Topology Viewer

dpid=2 dpid=6
Flow-table Flow-table
106]§roup:100

RT1|group:111
106|output:4

101|output:1 Group table
Group table group=111 |b1=push:101,outpu(;1
group=100 bl=weight:50,output:2 type=ff b2=push:101,output:2
type=select IbZ:weigh(:SO,output:S

Flow-table Flow-table

106|group:10
101joutput:1

106|output:2

101]§r0up:101

Group table

Group table
groupf—flO :1—output.3 group=101 bl=output:1
type= 2zoutput:2 type=ff b2=output:3

Fig. 3: Ryu network topology, with OPenFlow flovbles of switches 2, 5, 6 8

In red solid lines, the ECMP between source antdirgg®on (i,e, RT1 and RT2) are highlighted. Witastied
red line the backup path, used in case of failurahe link 5-8, is shown. Considering the switchabien it

receives packets with destination RT1, it appliesrule present in the group 111, pushing the MRb8I 101

and performing the load balance among the two abIECMP (i.e.4-3-2-1, 8-5-2-1). In Fig. 4 the capture of
the OpenFlow messages required to configure thiels\giis shown.

No. Time = Source Destination Protocol Length Info
222 5.455904 10.30.2.25 10.30.2.37 OpenFlow 170 Type: OFPT_FLOW_MOD
223 5.455929 10.30.2.25 10.30.2.37 OpenFlow 194 Type: OFPT_GROUP_MOD
224 5.455952 10.30.2.25 10.30.2.37 OpenFlow 146 Type: OFPT_FLOW_MOD

Internet Protocol Version 4, Src: 10.30.2.25, Dst: 10.30.2.37
Transmission Control Protocol, Src Port: 6633, Dst Port: 53985, Seq: 137, Ack: 49, Len: 128
4 OpenFlow 1.3
Version: 1.3 (0x04)
Type: OFPT_GROUP_MOD (15) # Bucket

Length: 56

Length: 128
Transaction ID: 3229741344

2 g e 4 Bucket

Type ort: 2
Pad: 09 e
Pad: 00000000
Group ID: 111 4 Action
Type: OFPAT_PUSH_MPLS (19)
Bucket _— Length: 8
Ethertype: MPLS label switched packet (@x8847)
Bucket — Pad: 0000

4 Action
Type: OFPAT_SET_FIELD (25
Length: 16
o field
Pad: 00000600

OFPAT_OUTPUT (8)

Fig. 4: OpenFlow messages capture with the highlafithe OFPT_GROUP_MOD message.



More specifically, 2 OFPT_FLOW_MOD messages ard semrder to configure the 2 required flow-entries
(i.e., dst=RT1, group:111 and MPLS=106,output:4)hid/ 1 OFPT_GROUP_MOD is used in order to
configure the OpenFlow grouprig. 4 shows the details related to the OFPT_GROUP_MOBsage. In
particular, the group type select(highlighted in red), while the parameters of thve buckets used to process
the packets along the two ECMP are exploded. Eachdb is assigned a weight of 50 (i.e., equal lwafen
among the two buckets) and includes three actioumshing of the MPLS header, configuring the MPLi&lao
the value 101 (required to reach the switch comtktt the destination), sending to the proper dupput the
packet. We tested the behaviour of the system bfiguring 20 bidirectional streams of traffic besveRT1
and RT2, with packet rate of 1000 packet/sec. Dae balancing, based on the hash function on thddneof
the packets, has distributed the traffic flows agitme 2 ECMP. No packet loss or packet reorderag) een
detected. Moreover, producing a failure on the ba& we verified that the load balancing is maintaiaésb in
the case of non-ECMP. In fact, thanks to the fagb¥er group configured at the switches 5 anddaeent to
the link failure, the traffic is recovered passihgough switch 7 without involving the SR controll©nly the
traffic belonging to the streams passing through ghth1-2-5-8-6 are affected by the recovery. Some packet
loss has been detected, with a recovery time ar@dfdhs dependent on the failure detection timecdioupted
and reordered packets have been verified.

7. CONCLUSIONS

The Segment Routing technology has the potentiakitoplify and automate provisioning and recovery
operations in multi-layer packet over optical netkgo In this paper, two scenarios for dynamic segmeuting
operations in multi-layer networks are presented experimentally demonstrated: dynamic optical lsgpand
effective load balancing also among non-ECMP routeboth scenarios, segment routing proved toffeetive

in guaranteeing efficient resource utilization witihtweight control operations.
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