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@ Parallel pooling (as 1D pooling) with coarsened graphs arranged as binary tree. Overall cost of O(K|E|F;, F,:S) operations




