
WorkshoponComputationalMethods in
theHumanities2018 (COMHUM2018)

Université deLausanne, June4–5, 2018

Section des sciences
du langage
et de l'information

COMHUM
2018





Introduction
It is often said that the digital humanities are “situated at the intersection of computer science
and the humanities,” but what does this mean? We believe that the point of using computers
in the humanities is not just to automatically analyze larger amounts of data or to accelerate
research. We therefore prefer to understand digital humanities as (1) the study of means and
methods of constructing formal models in the humanities and (2) as the application of these
means and methods for the construction of concrete models in particular humanities disciplines.

The central research questions are thus correspondingly (1) which computational methods
are most appropriate for dealing with the particular challenges posed by humanities research,
e.g., uncertainty, vagueness, incompleteness, but also with different positions (points of view,
values, criteria, perspectives, approaches, readings, etc.)? And (2) how can such computational
methods be applied to concrete research questions in the humanities?

The goal of this workshop is to bring together researchers involved with computational ap-
proaches in the humanities with the objective of stimulating the research and exchange around
innovative, methodologically explicit approaches, to encourage discussion among researchers
and developers from different communities, and to help bridging the divide that still exists be-
tween the different disciplines involved in this field.

The workshop is organized by members of the Department of Language and Information
Sciences (SLI) at the University of Lausanne, with the support of the Faculty of Arts: François
Bavaud, Raphaël Ceré, Isaac Pante, Davide Picca, Stéphanie Pichot, Michael Piotrowski, Yan-
nick Rochat, and Aris Xanthos. It underlines the commitment of the Department of Language
and Information Sciences (SLI) at the University of Lausanne to the computational dimension
of the digital humanities, including formal and mathematical methods.

The organizers would like to thank everybody involved with COMHUM 2018: the members
of the program committee for their rigorous and timely reviews, the speakers for their contri-
butions, Maristella Agosti, Bruno Cornelis, and Manfred Thaller for accepting our invitation to
Lausanne and sharing their thoughts with us, and—of course—all who are attending the work-
shop!

Workshop Web Site https://unil.ch/llist/comhum2018/

Program Committee
• François Bavaud (UNIL, SLI and IGD)
• Raphaël Ceré (UNIL, IGD)
• Giovanni Colavizza (Turing Institute, London)
• Leonardo Impett (EPFL, Image and Visual Representation Lab)
• Maria Kraxenberger (Max Planck Institute for Empirical Aesthetics)
• Cerstin Mahlow (Bern University of Applied Sciences)
• Barbara McGillivray (Turing Institute, London)
• Isaac Pante (UNIL, SLI)
• Davide Picca (UNIL, SLI)
• Michael Piotrowski (UNIL, SLI) – Chair
• Yannick Rochat (UNIL, SLI)
• Elena Spadini (UNIL, Centre de recherches sur les lettres romandes)
• Aris Xanthos (UNIL, SLI)
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Program
All talks take place in room ANT-2064, building Anthropole, stop UNIL-Chamberonne of the
m1 metro line.

Monday, June 4, 2018
10:30 Registration
11:00–11:30 Welcome
11:30–12:30 Invited talk: Bruno Cornelis (Vrije Universiteit Brussel): Image Processing

for Art Investigation
12:30–14:00 Lunch (Cafétéria Unithèque)
14:00–15:00 Invited talk: Maristella Agosti (Università di Padova): The Confluence in

Digital Humanities: the Computer Scientist, the Digital Humanist, and the
Final User

15:00–15:30 Coffee
15:30–17:00 Contributed talks:

• Mats Dahllöf: Clustering Writing Components from Medieval
Manuscripts

• Elli Bleeker, Ronald Haentjens Dekker, and Bram Buitendijk:
Understanding Texts as Graphs: An Inclusive Approach to Text
Modeling

• Jean-Baptiste Camps and Julien Randon-Furling: A Dynamic Model of
Manuscript Transmission

• Elena Spadini: Exercises in Modelling: Textual Variants

Dinner Participants are cordially invited to join us for an informal dinner (self-paid) at 19:00
upstairs at the restaurantLeMilan, Boulevard deGrancy 54 (south-west of themain train station,
at the intersection of Avenue William-Fraisse and Boulevard de Grancy).
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Tuesday, June 5, 2018
08:30 Welcome desk opens
09:15–10:00 Contributed talks:

• Christelle Cocco, Raphaël Ceré, and Pierre-Yves Brandt: Quantification of
Drawing Colours in Human Sciences

• Mattia Egloff and François Bavaud: Taking Into Account Semantic Simi-
larities in Correspondence Analysis

10:00–10:30 Coffee
10:30–11:30 Invited talk: Manfred Thaller (emeritus, Universität zu Köln): Decoding

What the Sender Did Not Want to Transmit. Information Technology and
Historical Data; or Something

11:30–13:00 Contributed talks:
• Barbara McGillivray, Giovanni Colavizza, and Tobias Blanke: Towards a
Quantitative Research Framework for Historical Disciplines

• Franziska Diehr, Maximilian Brodhun, Sven Gronemeyer, Christian Prager,
Elisabeth Wagner, Katja Diederichs, and Nikolai Grube: Modelling Vague-
ness – A Criteria-Based System for the Qualitative Assessment of Reading
Proposals for the Deciphering of Classic Mayan Hieroglyphs

• Gary Munnelly, Annalina Caputo, and Séamus Lawless: Linking Histor-
ical Sources to Established Knowledge Bases in Order to Inform Entity
Linkers in Cultural Heritage

• Cristina Vertan: Supporting Hermeneutic Interpretation of Historical
Documents by Computational Methods

13:00–14:30 Lunch (Cafétéria Géopolis)
14:30–16:00 Contributed talks:

• Susan Leavy, Karen Wade, Gerardine Meaney, and Derek Greene: Navi-
gating Literary Text Using Word Embeddings and Semantic Lexicons

• Jose Luis Losada: MapVisualization andQuantification of Literary Places
in a Spanish Corpus

• Thomas Schmidt and Manuel Burghardt: Toward a Tool for Sentiment
Analysis for German Historic Plays

• Kyoko Sugisaki, Nicolas Wiedmer, Marcel Naef, Heiko Hausendorf: Mod-
eling Thematic Structure in Holiday Postcards
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Image Processing for Art Investigation

Bruno Cornelis
Vrije Universiteit Brussel (VUB)

Department of Electronics and Informatics (ETRO)

Pleinlaan 2, 1050 Brussels, Belgium

bcorneli@etrovub.be

Advances in digital image acquisition methods

and the wide range of imaging modalities cur-

rently available have lowered the threshold for mu-

seums to digitize their painting collections. This

is not only crucial for archival or dissemination

purposes but it also enables the digital analysis of

the painting through its digital image counterpart.

It also set in motion a cross-disciplinary collabo-

ration between image analysis specialists, mathe-

maticians, statisticians and art historians that have

the common goal to develop algorithms and build

a digital toolbox in support of art scholarship.

Computer processing of digital images of paint-

ings has become a fast growing and challenging

field of research during the last few years.

This talk will highlight some of the contribu-

tions of the international joint initiative on big

data, encompassing researchers from the Vrije

Universiteit Brussel, Duke University, Ghent Uni-

versity and University College London, to this

research domain. Since paintings are complex

structures the analysis of all pictorial layers and

the support requires a multimodal set of high-

resolution image acquisitions.

The developed tools that are used to process

these vast amounts of multimodal data are based

on dimensionality reduction methods, sparse rep-

resentations and dictionary learning techniques.

These tools are designed to be used in art related

matters such as restoration, conservation, art his-

tory, material and structure characterization, au-

thentication, dating and even style analysis.

The presented research can broadly be subdi-

vided into three main fields. The first one is the

digital enhancement of painting acquisitions in or-

der to assist art experts in their professional assess-

ment of the painting. The second main field of re-

search is the automated detection of cracks within

the Ghent Altarpiece, which is meant to help in

the delicate matter of the conservation of this ex-

ceptional masterpiece but also as guidance during

its current campaign of restoration. The last field

consists of a set of methods that can be deployed in

art forensics. These methods consist of the char-

acterization of canvas, the analysis of multispec-

tral imagery of a painting and even the objective

quantification of the style of a particular artist.

COMHUM 2018 Invited Talks
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The Confluence in Digital Humanities:
the Computer Scientist, the Digital Humanist, and the Final User

Maristella Agosti
Department of Information Engineering

University of Padua

Via Gradenigo 6/a, 35131 Padova, Italy

maristella.agosti@unipd.it

1 The Confluence of Competences in
Digital Humanities

Some of the computational methods and tech-

niques that have been proposed in the diversified

area of digital humanities have contributed to the

creation and development of different types of in-

formation management systems that manage and

preserve digital resources of cultural heritage.

Issues related to the conception and implemen-

tation of these types of information management

systems concern the need to create new models for

the automation of processes of representation and

processing of specific cultural heritage resources

that we want to represent and manage in digital

form. Depending on the type of the cultural re-

sources of interest, represented in digital form, and

on the operations that we want to have available on

them, it can be necessary to envisage a new solu-

tion of information management; this new solution

can result only from an effective collaboration es-

tablished between the experts of the specific do-

main of cultural heritage, the experts of computer

science and the users that are going to use the solu-

tion. In fact, the experts of the specific domain of

cultural heritage – to name just a few of these do-

mains: archives, art history, library science, arche-

ology, linguistics, history – know the characteris-

tics and peculiarities of the resources of the spe-

cific domain, while the experts in computer sci-

ence know methods of digital representation and

automatic management so they can imagine new

solutions that make available the innovative func-

tions requested by the final users on the digital re-

sources of interest. It is the synergic cooperation

among the computer scientist, the digital human-

ist, and the final user that produces effective new

methodological solutions. Once created and for-

malized the new resource representation and the

management model, it is possible to devise a cor-

responding new information management system.

Computer science is only one of the necessary cul-

tures to envisage and design new systems.

We could ask us why is it necessary to devise

new models and systems? Because we want to

consider aspects of reality that are different and

more complex than those that were previously ad-

dressed. As we increase the diversification and the

complexity of the aspects of reality that we want

to address and manage, we need new methods and

systems capable to deal with and manage them.

Bearing in mind the greater complexity of the as-

pects of reality that we want to address, we need

to devise methods to match them and systems able

to manage them.

The functions, that a new system provides, are

presented to final and professional users through a

user interface, that is the external level of the sys-

tem and that is what the users know of it. The in-

termediate level implements a method or the meth-

ods useful for supporting necessary functions on

digital resources of interest. The innermost level

serves to represent and manage the data that cor-

respond to the representations of the digital re-

sources of interest together with tools to assist in

the storage of data (e.g. indexes and tools for effi-

cient and effective data management).

2 Presentation and Critical Analysis of
Relevant Case Studies

Some relevant case studies are presented and crit-

ically analyzed to show that when the cooperation

between the necessary and different skills is lack-

ing, mistakes can be made that make one lose the

possibility of having available innovative digital

humanities solutions; when, on the other hand, co-

operation is effective, then the solutions that are

made contribute to advancing the sector.

COMHUM 2018 Invited Talks
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Decoding What the Sender Did Not Want to Transmit.

Information Technology and Historical Data; or Something.

Manfred Thaller

Formerly University at Cologne

In 1978 I was hired by the then Max Planck

Institute for History at Göttingen, to support a

number of research projects in the field of micro-

history by the provision of appropriate IT tech-

nologies. The projects planned to use an approach,

which was based on “extended family reconstitu-

tions”, even if that precise term was coined only

a few years later. A “family reconstitution” tra-

ditionally is employed in historical demography.

It starts with the marriage registers of a historical

community (a village or small city) over at least

two hundred years, identifies all brides and groom

of the marriages in the birth and death registers,

assigns all children in the birth registers to the mar-

riages of their parents and identifies their death

entries. To this network of all demographic rela-

tionships within a community an “extended family

reconstitution” adds all mentions of every person

in taxation registers, testaments, local court proto-

cols – and basically every other surviving source.

It was clear from the very beginning, that such

a project would take time – and it was impossible

to predict at the time of data entry, what part of

the source would be needed for analysis the years

later. The decision was therefore, to preserve “all

information” contained in the source – even if such

information was vague, unclear or contradictory.

A short impression of the rough solutions provided

to come to grips with these properties of the data

will be given.

Handling massive (for the time) data bases,

quickly leads to the understanding, that while one

may in the long run understand, what informa-

tion is conveyed by a particular chunk of data in

the source, one certainly does not immediately.

This raises the question, how far the kind of in-

formation processing to be supported actually fol-

lows the classical paradigm of Shannon, where re-

ceivers are able to decode cognitively a message

transmitted to them immediately. It gets worse,

when one hopes to apply the usual model of infor-

mation science, where a common understanding

of the context is supposed to allow such a cogni-

tive understanding.

We propose, therefore, to replace the sender-

receiver metaphor in information systems dealing

with historical data with an observer metaphor,

where observers use observed messages to under-

stand the context in which they have been encoded

– the understanding of the observed message it-

self being a welcome side benefit. If one tries to

implement this metaphor determinedly and with-

out compromise, one soon discovers, that quite a

few technologies of current IT systems become

awkward soon – embedded markup, e.g., loses

its charms, when a clear-cut separation between

the (mainly) static representation of the data and

the (always) dynamic interpretation of these data,

a.k.a. the information assumed provisionally, is

required.

While, as just mentioned, a number of techno-

logical assumptions become problematic with this

new metaphor, one of the most obvious bundles

of problems deals with the inherent vagueness and

uncertainty of the information derived from the

data.

In order of increasing complexity we will in the

second half of our presentation with three example

problems. For the sake of generality, we will han-

dle these on the levels of concepts to be supported

by programming languages, not on the level of ap-

plication systems. While many of the approaches

discussed owe much to Zadeh’s concept of Fuzzy

Sets, we use fuzziness in a broader sense, leaving

it uncapitalized therefore.

1 Fuzzy numbers

In many historical sources – or descriptions of

their assumed content – numerical data are not

COMHUM 2018 Invited Talks
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points in a continuum, but ranges, or sets of

ranges. This is particularly obvious in the case of

temporal information, where the handling of in-

tervals has a long tradition in IT applications for

historical sources, therefore, it is a more general

problem however. We will briefly describe, how a

datatype would look like, which can integrate the

handling of such data smoothly into existing pro-

gramming paradigms. We will use the examples

presented earlier from the work of the late seven-

ties and early eighties, to show how mathematical

developments since then can overcome limitations

of the earlier approaches and where major barriers

still exist.

2 Fuzzy terms and structures

The greatest successes of computational ap-

proaches which are based on alternatives to

Boolean logic are visible in the fuzzy control

structures of industrial applications described as

“computing with words”. The classical examples

in this field, as “the truth value of ‘Lausanne is

more or less close to Geneva’ is more or less true”,

seem at first look to be extremely close to the kind

of reasoning historians – or, indeed, humanists –

frequently employ. We will briefly examine rea-

sons, why that kind of approach has, neverthe-

less, only very rarely been applied in historical re-

search.

We will concentrate, however, on two broader

problems.

(a) As it stands, computing with words is cur-

rently almost always employed as a fuzzy pocket

in an otherwise crisp information system, where

the uncertainty of the decision is hidden from the

main stream of the program. This would require a

more general concept of a fuzzy term which could

be seemlessly integrated into a program in such

a way that it coexists with variables of traditional

datatypes.

(b) In the semantic technologies, which are

making much headway in the Humanities cur-

rently, ontologies organize terms in graphs cur-

rently. In graphs, where two nodes are either con-

nected or unconnected by a node. Applying the

logic of computing with words, we have to con-

sider graphs, where some nodes are connected by

edges which connect them with a truth value other

than ‘true’ or ‘false’.

3 Fuzzy control structures

The thorniest problem seems at first look to be the

most simple. To support a logic with any kind of

truth values other than ‘true’ or ‘false’ is of course

no problem, as long as it is restricted to situations,

where a decision about the combined truth value

of a decision problem has to be made. As soon,

as we intend to employ such a truth value in the

parts of a programming language controlling the

flow of the program, we encounter quite serious

situations, where we briefly describe to what sort

of larger framework a solution would require.

References

Bernard Favre-Bull: Information und Zusam-
menhang. Informationsfluß in Prozessen der
Wahrnehmung, des Denkens und der Kommu-
nikation, Springer, 2001.

Sifeng Liu and Yi Lin: Grey Systems. Theory and

Practical Applications, London, 2011.

Claude E. Shannon and Warren Weaver: The
Mathematical Theory of Communication, 1949.

Lotfi A. Zadeh and Janusz Kacprzyk (Eds.): Com-
puting with Words in Information / Intelligent
Systems I and II (= Studies in Fuzziness and Soft

Computing 33 and 34 (1999)).

Lotfi A. Zadeh: “Toward a Generalized Theory of

Uncertainty (GTU) – an outline”, Information
Sciences 172 (2005), 1–40.
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Clustering Writing Components from Medieval Manuscripts

Mats Dahllöf
Department of Linguistics and Philology

Uppsala University
mats.dahllof@lingfil.uu.se

1 Introduction

The present work explores unsupervised extrac-
tion and clustering of writing components from
historical manuscripts. The primary purpose is to
locate letters and to group them into classes cap-
turing graphemic equivalence. The method will
also find ligatures, scribal abbreviations, parts of
letters, and letter sequences. The output will pro-
vide cheap, but partial, manuscript transcriptions
in combination with human annotation of the clus-
ters. The system can be used to curate data for fur-
ther training of handwritten text recognition sys-
tems or as a tool for presenting manuscript data for
qualitative palaeographic analysis. Related pro-
posals include the work of Rath and Manmatha
(2007), who use clustering of words from his-
torical manuscripts (18th C.) as a means for ob-
taining labelled data for word spotting. Vuurpijl
and Schomaker (1997) use clustering to find allo-
graphy in on-line handwriting. Another applica-
tion is proposed by Stutzmann (2016), who is in-
terested in the use of clustering for the categoriza-
tion of medieval script types.

2 Component Extraction and Clustering

The first main module of the present system per-
forms component extraction. It is based on bina-
rization (ink-background separation), using a ver-
sion of the Otsu (1979) algorithm, and connected
component labelling. The pieces of connected
writing identified in this way are then segmented
further, at the positions where the pixel column
sum of ink is thinnest, but not too thick.

In order to adapt the component extraction to
the actual size and scale of the writing, the pro-
cessing is guided by the typical stroke width, ws

(for the manuscript images being analysed). The
system estimates ws by determining the most com-
mon width of sequences of continuous horizon-

tal foreground (ink) pixels separated by at least
two pixels of background. After that, the system
rescales the images to make sure all manuscripts
are processed at roughly the same writing-relative
resolution. In the experiments we discuss here,
ws = 7 pixels.

The component extraction process is guided
by five parameters, (ti, wmn, wmx, hmn, hmx). Con-
nected components whose width and height are
in the intervals [wmn, wmx] and [hmn, hmx], respec-
tively, are extracted, while those wider than wmx

are fed to a segmentation module. Loosely speak-
ing, ti is the thickest amount of ink that allows a
cut to be made. The segmentation process oper-
ates on the column sum of foreground (ink) I(x),
as computed with reference to the bounding box.
It scans the component pixel by pixel, xL being
the current position. When xL = 0 or I(xL)  ti,
the system looks for a xR 2 [xL + wmn, xL + wmx]
where I(xR)  ti and I(xR) is the smallest
value. If it is not unique, the leftmost (small-
est) xR is preferred. A component spanning xL

to xR is then proposed, and scanning resumes
with xL = xR. If no xR meets the condition,
scanning resumes with xL=xL + 1. If the height
of a proposed component spanning xL to xR is
in the interval [hmn, hmx], it is added to the set
of extracted components. In the experiments re-
ported here, we used (ti, wmn, wmx, hmn, hmx) =
(1.0ws, 3.0ws, 8.0ws, 3.0ws, 15.0ws). These para-
meters represent a heuristic assumption about the
appearance of the handwriting. We have tai-
lored them to medieval book hands, aiming for a
“wide-spectrum” retrieval of letter-size elements,
but more or less excluding the letter hii and other
“minims”.

The components are characterized by a feature
vector, which quantifies the distribution of fore-
ground pixels as captured by a grid of 11⇥11 equal
subrectangles over the bounding box. Each value
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Table 1: The manuscript page sequences used as
data. The UUB images cover spreads.
Gen. 1. Schaffhausen Stadtbibliothek, pp. 6 ff. [“Irische
Halbunziale”, 7th/8th C.]
http://dx.doi.org/10.5076/e-codices-sbs-0001
CS 60. Cod. Sang. 60, St. Gallen, Stiftsbibliothek, pp. 6 ff.
[“irischer Schrift”, 8th C.]
http://dx.doi.org/10.5076/e-codices-csg-0060
CS 557. Cod. Sang. 557, St. Gallen, Stiftsbibliothek, pp. 13
ff. [“Qualifizierte St. Galler Carolina”, late 9th C.]
http://dx.doi.org/10.5076/e-codices-csg-0557
CS 564. Cod. Sang. 564, St. Gallen, Stiftsbibliothek, pp. 16
ff. [“Grosse, sorgfältige Spätcarolina”, late 12th C.]
http://dx.doi.org/10.5076/e-codices-csg-0564
B 59. National Library of Sweden, pp. 3 recto ff. (image 9
ff.) [Textualis, late 13th C.]
https://data.kb.se/datasets/2015/01/fornsvenska/B 59 002611384
B 10. Uppsala University Library, pp. 24 verso ff.
[Textualis, 1350–1399.]
http://urn.kb.se/resolve?urn=urn:nbn:se:alvin:portal:record-90664
C 61(a). C 61, Uppsala University Library, pp. 138 ff.
(spread image 74 ff.) [Cursiva recentior, late 15th C.]
http://urn.kb.se/resolve?urn=urn:nbn:se:alvin:portal:record-55762
C 61(b). The same codex, pp. 540 ff. (spread image 275 ff.)
[Cursiva recentior, late 15th C. A different hand.]

is the ratio of the number of foreground pixels to
the size of the subrectangle region. The cluster-
ing relies on Euclidean distance operating on these
vectors.

The system uses the density-based DBSCAN
algorithm (Ester et al., 1996) to obtain a “core
clustering”. It was proposed for applications, like
the present one, where a fair amount of noise
data points are present. DBSCAN is guided by
two parameters: Eps, the largest distance between
two points which are to be counted as neighbours,
and minPts, the minimal number of neighbouring
points required for the formation of a same-cluster
dense region. We estimate Eps from another value,
pEps, which is the probability that two randomly
selected image components be at most Eps dis-
tant from each other (for the manuscript being pro-
cessed). We used minPts=11 and pEps=0.0007
as a baseline setting. After the DBSCAN step,
small clusters (size < 40 here) are removed. In
the last step of the clustering, clusters are extended
in a “nearest neighbour” (to centroids) classifica-
tion step, which assigns some of the not clustered
components to the remaining core clusters.

3 Evaluation

In the evaluation, we applied the system to
eight 7th–15th C. book manuscripts (see Table
1), representing four scripts, Irish and Carolin-

Table 2: Precision and recall (both in %) for the
baseline and pEps = 0.0014 setups for three cate-
gories and four manuscripts.

Baseline pEps=0.0014
hei hmi hoi hei hmi hoi

Manus. p. r. p. r. p. r. p. r. p. r. p. r.
Gen. 1 100 14 100 54 100 58 100 46 100 68 100 83
CS 557 – 0 100 44 100 61 100 8 100 71 100 76
CS 564 100 4 65 58 100 17 100 7 57 61 100 36
C 61(b) 100 28 97 63 100 28 100 31 96 65 29 36

Figure 1: Clusters (excerpts) from CS 60, repre-
senting hdi, h&i (heti ligature), hmi, and hti.

gian minuscule, textualis, and cursiva, each in
two instances. The data are high-resolution im-
ages (JPEG or TIFF) published open access by
the libraries. From each sequence of pages,
the system extracted exactly 20 000 components.
Between 25 and 44 images had to be read.
(All experiments used the same extraction set-
tings.) We report which clusters were estab-
lished, their precision, and (for a few cases)
their recall. Output for all combinations of data
and set-ups discussed here are available at URL
http://stp.lingfil.uu.se/˜matsd/ch2018/.

The baseline settings (specified above) led the
system to assign between 5000 and 14 800 com-
ponents (of the 20 000 ones for each manuscript)
to between 16 and 27 clusters. Between 5 and
15 of the clusters corresponded to letter categories
with a precision > 60%. The majority had a pre-
cision > 98%. Letters like hai, hdi, hmi, and hqi
had a strong tendency to appear. In a few cases,
the system generated two different clusters for the
same letter. For the Irish script of Gen. 1 it cor-
rectly distinguished two allographs of hdi (289 and
251 instances) with 100% precision. The number
of clusters for ligatures and two-letter sequences
were higher for textualis and cursiva, in which let-
ters typically are connected.

The manuscript CS 60, to take one specific ex-
ample, yielded 16 clusters containing 14 556 com-
ponents. These had a precision > 98%: hci: 601,
hdi: 593, he1i: 317, he2i: 181 (he2i split ligatures),
hmi: 734, hoi: 851, hqi: 371, hsi: 755, hti: 361,
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and h&i: 248. There were also clusters of lower
precision (> 60%): hai: 1138 and heri: 62. Four
clusters were mixtures of several categories (sizes:
4300, 3274, 718, and 52).

We saw two kinds of outcome: For some
manuscripts (e.g. CS 557), components were
generally assigned to high-precision one-category
clusters. In the other cases (e.g. CS 60), large
“useless” clusters were established, along with
categorically precise ones. This suggests that
more generous clustering settings should be used
in the former cases, while the opposite kinds of
outcome invite us to explore more reluctant set-
tings. We made experiments in which one para-
meter of the baseline setting was modified. By set-
ting pEps=0.0014 (i.e. doubling it), we made the
clustering more generous. As can be expected, the
clusters became larger and less pure, but the sys-
tem also discovered new useful clusters. To some
extent categories discerned in the baseline setup
merged. Two more restrictive modifications were
also tried, pEps=0.00035 and minPts=22. Both
settings made the clusters fewer and smaller across
the board. They also caused some letter categories
to detach themselves in precise clusters, e.g. hhi
and hki from B 59.

We estimated recall for a few cases, categories,
and two setups, by annotating the three or four first
pages of the sequences for four manuscripts as re-
gards three letter categories, see Table 2. In com-
parison with the baseline setup, the (more gener-
ous) pEps=0.0014 setting leads to a clear increase
in recall in most cases. There is a loss in precision
in two cases. For C 61(b) we get a cluster merging
the hai and hoi categories (separated in the base-
line output) with an hoi-precision of 29%.

4 Conclusions

The current study has shown that simple compo-
nent extraction and clustering in combination with
limited human intervention can be used to produce
partial transcriptions of medieval manuscripts in a
range of styles. The pipeline provides a low-cost
method for initial annotation, which is potentially
useful in many contexts of digital palaeography.
The method could, for instance, be used to extract
features for manuscript classification, e.g. dating
and scribe attribution, as well as to present data for
manual palaeographic analysis.

The feature model seems to work quite well for
the styles studied here, because letter distinctions

generally correspond to marked contrasts in how
ink is distributed in the bounding box. Admittedly,
we have only studied fairly regular book styles.
The 11⇥11 “resolution” is reasonable for letters,
but will blur larger components, such as sequences
of several letters. The model is insensitive to the
absolute or relative size of the components. This is
an advantage when there is linguistically insignif-
icant size variation. A system like this one could
probably benefit from also looking at the contexts
in which the components occur. The current sys-
tem only “sees” the foreground components as
framed by the bounding box.

The basic modules are simple and invite explo-
ration of more sophisticated mechanisms. Our ex-
periments with different parameter settings sug-
gest that a system like this should be tuned sep-
arately for different categories, rather than rely on
one-pass application of algorithms partitioning the
same components into non-overlapping clusters.
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Abstract

The paper introduces TAG, a hypergraph
data model for the modeling and pro-
cessing of text. The features of a hy-
pergraph allow for an inclusive and id-
iomatic approach to humanities text, and
support a wide range of research perspec-
tives. Furthermore, editing texts as hyper-
graphs gives touches upon pivotal issues
regarding our understanding of text.

1 Introduction

It is a given that the complex nature of textual
studies poses a set of interesting challenges for
modeling, processing, and representation. In and
by themselves texts constitute a ”complicated web
of interwoven and overlapping relationships of el-
ements and structures” (Vanhoutte, 2006) and
the information within this web is often implicit.
Moreover, within the humanities text is rarely
taken to be straightforward or linear: modeling
textual information results in multi-layered and
non-linear objects. Elsewhere we discussed the
advantages of a particular type of graphs – prop-
erty hypergraphs – for the modeling of text, intro-
ducing the new ”Text as Graph” (TAG) model of
text (2017) and demonstrating how to model tex-
tual variation in TAG (2018). The present paper
discusses an implementation of TAG, the Alexan-

dria repository, that supports the editing of multi-

layered and non-linear documents in an idiomatic
way. Alexandria’s potential gives rise to a number
of questions that are crucial for the field of compu-
tational humanities. Can we, in fact, represent our
knowledge of a text for others to benefit from and
interact with? What does it mean when our textual
models are, conceptually, no longer limited by a
particular format or structure? A description of
Alexandria’s workflow allows us to address these
and similar questions and leads to a reconsidera-
tion of our understanding of modeling and exam-
ining texts, in the humanities and beyond.

2 Modeling Text as Graphs

Since graph structures by definition impose not
one single hierarchy on the data they contain,
graphs address well-known issues like overlap-
ping hierarchies that often arise when aspects of
text and document are structured as hierarchical
trees. They thus seem a logical choice to model
non-hierarchical textual features like discontinu-
ity, nonlinearity, and (self)overlap. These func-
tionalities are supported even better in a hyper-
graph structure as it builds on the characteristics of
a directed acyclic graph (DAG), adding some qual-
ities that are specifically valuable for the model-
ing of unstructured data like humanities texts. The
advantages of graphs for text modeling have been
discussed before and have led to alternative data
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models1 These graph data models are primarily
concerned with overlap, one of the white whales of
markup theory and practice. TAG, making use of a
property hypergraph, deals with overlapping struc-
tures in a natural manner and is able to deal with
discontinuous and non-linear aspects of text as
well. Hypergraphs are used extensively in math-
ematics and computer science, but as of yet they
have not been applied to the domain of text mod-
eling. In short, the TAG model consists of Text
Nodes, Markup Nodes and Annotation Nodes. A
node may be connected to one or more nodes
with hyperedges. Currently, TAG has two imple-
mentations: the collation engine HyperCollate and
the repository Alexandria. Below we give a brief
outline of HyperCollate, to illustrate the value of
an inclusive approach to examining textual vari-
ation2, followed by a description of Alexandria’s
editorial workflow. The main goal of the paper,
however, is not to present these tools but rather to
assess the conceptual implications of TAG’s inclu-
sive and advanced approach to text modeling.

2.1 HyperCollate

The collation engine HyperCollate makes use of
a hypergraph model for textual variation. Hyper-

Collate can thus natively process both markup and
text characters, as well as more than one hier-
archical structure. Most existing collation tools
do take TEI-XML encoded transcriptions as in-
put, but they collate the witnesses on a plain-text
level (string characters) only. Transforming TEI-
XML files into character strings conveniently re-
moves the need to deal with issues like overlap on
a programmatic level, but removing the markup
inevitably entails information loss. That is, in-
tradocumentary variation3 and structural variation
(paragraphs, chapters, etc.) are generally ignored
even though they are valuable aspects of a text’s
development.4 HyperCollate, in contrast, uses the

1See GODDAG (Sperberg-McQueen and Huitfeldt,
2000), GrAF (Ide and Suderman, 2007), and Extended An-
notation Graphs (Barrellon et al., 2017).

2For a more extensive discussion of HyperCollate, see
(Bleeker et al., 2018)

3Intradocumentary variation can be defined as in-line
or in-text variation, e.g., the authorial revisions on one
manuscript document. It can be contrasted with interdocu-

mentary variation which manifests itself only by comparing
two or more documents

4Although a number of tools retain certain markup ele-
ments in order to visualize revisions in the collation result,
e.g. the Beckett Digital Manuscript Project’s implementation
of CollateX (see https://collatex.net/doc/ or
Juxta Commons http://www.juxtasoftware.org/

valuable intelligence that is expressed in markup
to improve the analysis of textual variation. It re-
sults in an exhaustive representation of the vari-
ance within and between different versions of a
literary work, thus allowing scholars to better an-
alyze the dynamic nature of literary text. Fur-
thermore, HyperCollate’s technology of compar-
ing documents on the level of text and markup is
similar to the way TAG documents are managed in
the Alexandria repository.

2.2 Alexandria

The design of the repository Alexandria addresses
an important issue for modeling in the human-
ities, which is identified in the workshop’s call
for papers as ”the particular challenges posed by
humanities research, e.g., [...] different positions
(points of view, values, criteria, perspectives, ap-
proaches, readings, etc.)?”5 The repository stores
multiple TAG documents, each of them a hyper-
graph consisting of Text Nodes, Markup Nodes,
and Annotation Nodes. Since a TAG document
in its full hypergraph glory contains more infor-
mation than can be visualized in any informative
way, Alexandria allows users to check out a view

on the TAG document. A view is defined as a ver-
sion of a TAG document with one or more lay-
ers of markup. Assuming that users are (almost)
never interested to see every aspect of a text, we
provide them with the possibility to focus on spe-
cific aspects and ignore others. Simply put, users
can identify the markup layer(s) they are interested
in, check out from the Alexandria repository a ver-
sion of the TAG document with this specified set
of markup (the view), editing this view, and check

in the edited view back into the repository.6 The
edited view is merged with the TAG master file
in the repository which thus contains a wealth of
information and knowledge about the textual ob-
ject. It can be continuously enriched with new in-
formation from various scholarly perspectives. In
other words, a single TAG document can be stud-
ied from a wide range of research perspectives and
used by scholars from different disciplines, from
history to linguistics and from textual genetics to

juxta-commons/), these elements play no (analytical)
role for the alignment of the tokens.

5See http://wp.unil.ch/llist/event/
comhum2018/

6The repository’s workflow is inspired by Git, an open
source and distributed version control system used in the soft-
ware development community (see https://git-scm.
com/).
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paleography.

3 Modeling Perspectives on Text

A closer look at workflow of editing documents
in Alexandria may clarify matters. Let us assume,
for instance, that user C (”Claire”) wants to fo-
cus on the material aspects of a manuscript and
user D (”Dirk”) only cares for the linguistic prop-
erties of the text on that manuscript. Claire cre-
ates a transcription and uploads her TAG docu-
ment in Alexandria. Dirk subsequently wants to
work on the same document but as he’s not inter-
ested the materiality of the document, he checks
out a view that contains only a small amount of
Claire’s markup. Dirk adds his own markup, pos-
sibly also altering some textual content, and com-
mits his document in Alexandria. Dirk’s view,
then, is merged with the master file which now
has several layers of markup, containing informa-
tion about the materiality of the source document
as well as the linguistic aspects of the source text.
The technical implications of storing multiple per-
spectives on the same text are twofold: first, it
inevitably leads to overlapping structures. Sec-
ondly, merging two ”views” means dealing with
document changes on the level of both text and
markup. Both issues constitute important research
endeavors in and by themselves that have capti-
vated the field of computational humanities for
some time now. Yet the TAG hypergraph model of
text and textual variation addresses these technical
challenges to a large extent. More interestingly,
therefore, are the conceptual implications of this
approach as they provide an opportunity to scru-
tinize our very definition of text modeling. If we
can store a theoretically infinite amount of layers
of information on a text, our very definition of tex-
tual editing may very well change. What is more,
removing the need to separate text and markup be-
fore processing a file sheds new light on the age-
old question what text really is.
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Abstract

Trees and tree-like graphs are of wide ap-

plication in the natural and human sci-

ences, and are particularly apt to repre-

sent genealogical information. Inherited

from the XIX
th

century scientific method,

from Darwin’s theories to comparative

philology and textual criticism (Timpa-

naro, 2003), they are still widely used to

reflect progressive divergences in the data

(Moretti, 2005), be it genes, linguistic fea-

tures or textual variants.

The predominance of root bifurcation

(bifidity) in text genealogical trees

(stemmata) has been discussed at least

since Bédier (1928). It is an important

issue in philology, because it does not

allow to use a simple majority rule when

reconstructing the text of the archetype. It

is also of broader interest for manuscript

and text studies.

Estimating manuscripts loss rates is an-

other long standing question, that has oc-

casionally been envisioned in terms of

population dynamics (Cisne, 2005).

In this study, we examine the question of

node furcation through a dynamic model

of manuscript transmission, taking into ac-

count both “birth” and “death” rates. We

use stochastic modelling to represent a va-

riety of processes: diffusion of texts, re-

production of manuscripts, and extinction

of branches.

1 Introduction

During Antiquity and the Middle Ages, manual

copying was the only way to disseminate a written

text, resulting in the introduction of variants and

errors. Since the XIX
th

century, philologists have

used common errors to reconstruct the genealogy

of surviving copies (witnesses), a field known to-

day as stemmatology. It is customary to represent

text genealogies as trees, where nodes stand both

for the extant witnesses or the intermediary lost

manuscripts that can be inferred from the exami-

nation of common errors.

In a famous work, Bédier (1928) shed light on

the over-representation of root bifurcation, a phe-

nomenon he termed “bifidité” (bifidity). Bédier

made it an argument against the use of the com-

mon error methods by his fellow philologists as

a mean to reconstruct the text, because root bi-

furcation prevents from using majority rule in the

evaluation of variants. Knowing whether this

ubiquitous bifidity is an artefact of the practice

of the common errors method or a legitimate

phenomenon resulting from text transmission has

been a subject of heated debates ever since.

Even though the question of bifidity has been

studied, among other approaches, by estimating

the proportion of root bifurcation for a given num-

ber of witnesses, many previous studies have been

based on the assumption that all configurations are

equiprobable (Maas, 1937; Castellani, 1957; Hoe-

nen et al., 2017).

Independently, some studies have examined

manuscript transmission and loss in the light of

population dynamics (Cisne, 2005), or tried to as-

sess loss rates using, for instance, regression (Bur-

ingh, 2010).

Some works have even linked bifidity to the

population dynamics of manuscript transmission.

Tentative modelling have been suggested (Canet-

tieri et al., 2008), sometimes drawing a parallel be-

tween extinction of manuscript branches and of bi-

ological genres, as well as with the famous “gam-

bler’s ruin” problem (Raup, 1992), or the process

known as “genetic drift”.
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The work of Weitzman (1982, 1987) pioneered

the use of birth and death models and computer

simulations in the field of manuscript transmis-

sion. Some recent studies have explored further

the relation between bifidity and manuscript loss,

through the use of probabilistic models and sim-

ulation of textual genealogies (Guidi et al., 2004;

Hoenen, 2016).

2 Stochastic modelling of genealogies

Mathematical models of manuscript genealogies

have thus so far often been close, if not identical,

to models appearing in phylogenetics and other

lineage studies in biology. They often consist in

trees satisfying a number of constraints, and algo-

rithms have been conceived in order to reconstruct

genealogies, for instance using dissimilarity co-

efficients between manuscripts (Buneman, 1971).

Algorithms based on textual criticism principles or

on compression based methods have also shown to

perform quite well (Roos and Heikkilä, 2009).

Like networks, trees are a specific breed of the

mathematical objects called graphs. There ex-

ists a substantial body of mathematical literature

on trees, within the broader field of combina-

torics – indeed, trees and their properties are often

amenable to exact counting. A number of such ex-

act results have found direct applications in stem-

matology (Hoenen et al., 2017).

We favour here an approach akin to stochas-

tic modelling, not altogether absent from previous

studies in stemmatology (Weitzman, 1987). More

specifically, we introduce a model that belongs to

a group of stochastic processes called birth and

death processes. These are processes whereby in-

dividual agents appear (“are born”) and disappear

(“die”) at certain rates, engendering offsprings in

the meanwhile.

As special cases of Markov chains (Norris,

1998), birth and death processes have aroused

much interest per se among mathematicians

and probabilists. Such a general process may

be adapted to describe the birth and death of

manuscripts. This not only allows one to simu-

late in silico possible genealogies (Hoenen, 2016),

but also to examine long-standing questions such

as the over-representation of bifid trees (Bédier,

1928). Specifically, we explore the variety of

manuscript tree patterns that emerge when key pa-

rameters are varied across their ranges, viz. fe-

condity and decimation rates. In terms of a birth-

and-death process, the former corresponds to the

intensity of the offspring distribution and the latter

to the mortality rate – how do they influence the

proportion of bifurcations in a tree? are there fine-

tuned combinations of parameter values for which

one observes a greater number of bifurcations?

We aim at finding and classifying tree patterns

obtained for all possible combinations of parame-

ter values, thus effectively producing what physi-

cists call a phase diagram (Yeomans, 1992). We

show in this paper how such a diagram may be ob-

tained by computational methods as well as by an-

alytical methods. We also compare exemplar ge-

nealogies produced through our numerical simula-

tions to real-data genealogies.
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sitätsreden, Neue Folge. Éditions Universitaires, Fri-

bourg.

John L. Cisne. 2005. How Science Survived: Me-

dieval Manuscripts’ ”Demography” and Classic

Texts’ Extinction. Science 307(5713):1305–1307.

https://doi.org/10.1126/science.1104718.

Vincenzo Guidi, Paolo Trovato, et al. 2004. Sugli

stemmi bipartiti. decimazione, asimmetria e calcolo
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Abstract 

This paper presents a model for annotating 
textual variants. The annotations made can 
be queried in order to analyse and find pat-
terns in textual variation. The model is 
flexible, allowing scholars to set the 
boundaries of the readings, to nest or con-
catenate variation sites, and to annotate 
each pair of readings; furthermore, it or-
ganizes the characteristics of the variants 
in features of the readings and features of 
the variation. After presenting the concep-
tual model and its applications in a number 
of case studies, the paper introduces two 
implementations in logical models, namely 
a relational database schema and an OWL 
2 ontology. While the scope of this paper 
is a specific issue in textual criticism, its 
broader focus is on how data are structured 
and visualized in digital scholarly editing. 

1 Introduction 

Textual variation is a central object of study for 
textual criticism, philologie, scholarly editing. 
The variation takes place when there are compet-
ing readings of a portion of a work. It might occur 
in different locations and its nature is variegated. 
Finding patterns in the moving universe of textual 
variation is one of the scholar’s goal. Patterns 
indicate direction of changes, tracing precious 
paths for exploring the work and its mouvance; 
they help making sense out of a shapeless set of 
variants and shed light on textual dynamics. 
This paper introduces a model for annotating tex-
tual variants. Querying the annotations made al-
lows to find patterns in textual variations.  
The practice of “modelling” is used in this paper 
taking into account the studies of McCarty 
(2004), Eide (2014), Ciula and Eide (2017); in 

particular, we refer to data modelling (Flanders 
and Jannidis, 2015 and 2016), applied to textual 
criticism (Unsworth, 2002; Pierazzo, 2015). 

2 Conceptual model 

A reading is the atomic unit of the model. The 
model describes two main aspects of the elements 
involved in the variation: the features of the single 
reading and those of the variation (Figure 1). 
For each single reading, two general features must 
be set: the witness to which the reading belongs, 
and the location of the reading in the witness. 
Each single reading can also be annotated using 
customized categories, which might vary greatly; 
for example, one might want to record the writing 
tool in use. 
The features of the variation express what kind of 
difference exists between the competing readings. 
Two categories are used to record the general fea-
tures of the variation: the category of change and, 
in the case of substitution, the linguistic aspect 
involved. Specific categories can also be used to 
describe precise features of the variation, such as 
the direction of change or the nature of the inter-
vention.  
When a variation site includes more than two 
readings, annotations are created for each pair of 
readings, in order to obtain the maximum of ex-
pressiveness. The variation sites can be nested and 
concatenated.  
The model outlined here allows: 

• to distinguish between the features of the 
reading and those of the variation be-
tween the readings; 

• to append more than one feature to each 
reading and variation; 

• not to set a base witness to orient the vari-
ation; 
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• to annotate each pair of readings or a 

combination of them for each variation 
site; 

• to nest and concatenate variation sites. 

3 Case studies  

The model has been implemented in Tempesti-
ni-Spadini (2015-2018). In this paper, use cases 
from Old French pastourelles and Giocamo Leo-
pardi’s lyrics are presented.  

4 Logical model 
The conceptual model is transformed into a rela-
tional database schema and an OWL ontology. An 
XML solution is also taken into account, but will 
not be presented in details.  

5 Conclusions 
This article presents a model for annotating textu-
al variants. Once the annotations are made and 
conveniently stored, they can be queried, in order 
to find patterns and analyse the mouvance of the 
work. Possible queries depend on the categories of 
the readings and of the variation in use.  
Adopting the model implies a cumbersome work. 
On the other side, it provides detailed and orga-
nized information, which is fundamental for cer-
tain projects of scholarly editing. Annotating vari-
ations following the model could benefit from a 
dedicated GUI. Also, some of the categories might 
be identified automatically (category of change, 
linguistic aspects). 
The implementation in different data structures 
proves that the relational DB schema and the 
OWL ontology have the same expressiveness, 

namely in articulating relationships. XML, on the 
contrary, is less suitable for conveying the infor-
mation gathered using the model because of its 
overlapping structure, even if XML solutions can 
eventually be implemented. 

Ongoing experiences proves that there is an in-
terest in the digital scholarly editing community to 
explore solutions others than the tree formalism of 
XML. In particular, the graph structure is emerg-
ing, as a conceptual model to be implemented in 
different ways [Haentjens Dekker and Birnbaum, 
2017; Eide, 2014; Ciotti and Tomasi, 2016; To-
masi, Daquino and Giovannetti, 2018; 
<http://knora.org>]. The adoption of graphs raises 
a number of technical and theoretical challenges. 
Among the technical ones, there might be the need 
to integrate the information stored in graphs with-
in the XML (or HTML) representation of the text; 
stand-off solutions can peer out here, for over-
coming the limitation of XML and for filling the 
gap with other data structures. Among the theoret-
ical challenges, there is the possibility to call into 
question the way texts are employed and con-
sumed, which is not unrelated to the way they are 
visualized. This means, for instance, that scholarly 
editing can produce various outputs: diplomatic or 
critical texts; but also SVG objects and, more in 
general, graphics and dynamic visualizations, 
which might represent some of the features of the 
texts better than typographical devices reproduced 
by HTML [Andrews and van Zundert, 2016; 
Cummings, Hadley and Noble, 2017]. The term 
visualization recalls that what is represented is 
data, and not only words or sentences. In this sce-
nario, it is easier to take advantage of data struc-
tured in graphs or in relational tables. 

Figure 1. General and specific features of the readings and of the variation. 
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Abstract

Children’s drawings reveal that developing
colour retrieval technics must consider various
aspects of what is a colour from the flow of en-
ergy (for physics) to discrete information (for
humantities and human sciences). Hence, the
proposed method deals with color variety mea-
sures and colours quantifications upon the draw-
ing to respond at specific queries e.g. “Which
colours appear?”, or “How much yellow ap-
pears?”.

Introduction

In computer vision, there are well developed techniques
to analyse natural images (e.g. pictures or videos);
whereas the status of the image in humanities or in
human sciences depends more on the perception of the
image, not necessarily natural (e.g. paintings or draw-
ings), and needs specific techniques according to precise
research questions.

Perception of an image by a human includes colour
recognition which is the central point of this contribu-
tion using a children’s drawings dataset. The particular-
ity of this kind of image depends on the drawer’s colour
choices. It can be intentional according to his/her own
perception and his/her human singularity or constraints
according to colour availability. Subsequently, the re-
sulting object analysis is technically constrained: the
final colours are altered by the digitalisation encoding,
as well as the quantification of colours.

Indeed, two aspects of the quantification of a draw-
ing’s colours are developed:

1. the gap between the human perception (continu-
ous colours) and the colour categorisation (discrete
colours) (see e.g. Alejandro and Akbarinia, 2016;
Benavente et al., 2008; Berlin and Kay, 1969),

2. the gap between the human categories of colours
(ideally universal) and the exact colour of each
pixel in the image (continuous colours) (Khan et al.,
2012, 2013).

More precisely, this research is based on a case study
whose aim is to extract the colours of n = 1212 chil-
dren’s drawings of gods, drawing i = 1, . . . , n, which
are mainly studied from the psychology of religion per-
spective (see Brandt, 2018). Several research questions
in the project are related to colours, such as “Which
colours are used to draw god?”, “Are the same colours
utilised in all countries?”, “Did older children use more
or less colours than younger ones?”

Colour perception

The human colour perception occurs through the radi-
ance incident upon the retina on which three photore-
ceptor cells, named cones, are located. Only these three
photoreceptors are necessary, corresponding to the Red,
Green and Blue numerical components (RGB) of the
pixel ~s = {sR, sG, sB}, to describe a colour using ap-
propriate spectral functions. Standard curves have been
adopted in 1931 by the Commission International de
l’Eclairage (CIE) to specify the colour by those three
numbers from spectral power distribution transforma-
tion.

Although the CIE standard exists, only computers
are able to assign those three numbers to a colour in a
precise manner. Therefore, any human assignment is
basically obsolete due to the influence of an individual’s
interpretation of the colour (e.g. “Where can I put a
threshold between red and orange?”, “Is it not already
brown?”). Moreover, the human perception of colour
distribution of an image can be drastically different in
terms of vision (Jobson et al., 1997) and, respectively,
in terms of perception depending on the context e.g.
Chubb illusion or Checker shadow illusion.
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A number of previous researches in computer vi-
sion proposed promising descriptors such as colour his-
tograms (Sun et al., 2006) or colour names (van de Wei-
jer et al., 2009; Lindner and Süsstrunk, 2013) through
mapping learned from images. However, their aims dif-
fered from the one found in the human sciences and de-
scribed above. For instance, when colour is used in im-
age retrieval, the aim is to find which images of a dataset
correspond to the one stated as the query. Thus, the main
point is to determine if the colours of the query and
those of the dataset are similar, no matter which colour
it is. More specifically, the paper of (Konyushkova et al.,
2015) proposes a solution closer to the aim of finding
the set of colours displayed in children’s drawings with
the well-known method of K-means. However, it allows
to extract mean colours for a set of drawings which is
not the aim here.

For human sciences questions, it is necessary to de-
velop specific techniques, since the aim is not to pre-
cisely find the nuance of the colour in the drawing, but
to determine the diversity of colours on the one hand
(gap 1) ; and to figure whether there is one colour that
stands out from a set of colours on the other hand (gap
2).

Method

Concerning the first gap, through the state-of-art of
colour retrieval, the most fruitful quantitative approach
to translate information between humans (drawer↔ ob-
server) is the average amount of information provided by
a stochastic source, namely the Shannon information en-
tropy. Using linear-light conversion, namely greyscale,
sCRT = 0.2125sR + 0.7154sG + 0.0721sB which reveals
the intensity of light, the colour diversity of the drawing
is measured by the entropy

H(SCRT) =
−

∑
s p(sCRT) log(p(sCRT))

logδCRT .

In the same way, the number of unique grey levels
δCRT, namely type, and the mean intensity µCRT for each
image are computed (see table 1). Those three quanti-
ties provide fundamental quantitative information about
human colour perception based on the pixel intensity
: the higher the entropy value the lighter the colour of
the drawing, otherwise coloured drawing, whereas the
higher the number of types the coloured drawing (see
figure 1) and the higher the mean intensity the lighter
the drawing.

In order to fill the gap 2 between the categories of
colour and its perception, a method based on the image
in the RGB colour space is proposed. With a similar
approach of the one developed by (Kim et al., 2007),
the dissimilarity between each pixel and a set of colours
is computed. More precisely, for each image, a squared

µCRT 0.696 0.876 0.999
δCRT 457068 37982 41

H(SCRT) 1.538 1.903 5.200

Table 1: Illustration of variety measures.

Euclidean dissimilarity is computed between each pixel
of the image, in RGB, and a reference set of 117 colours
defined in the same colour space. For each pixel its
colour will be determined according to its least dissim-
ilarity to the reference set. Finally, the 117 colours
are grouped into 11 main colours (red, orange, yellow,
green, cyan, blue, purple, pink, white, grey and black)
and therefore each pixel belongs to one of these groups.

Table 2: Colours quantification from the left image.

Then we can extract the proportion of each colour
used in each drawing (see table 2), as well as the pres-
ence or absence of each colour. Thus, we can answer
the psychological research questions mentioned above.
These methods are applicable to other data and research,
e.g. studying the main colours used by a painter accord-
ing to various periods of his/her life.

Further issues

colquant As a next step, since humans are more sensitive
to colour patches than to isolated pixels, a filter should
be applied at the beginning of the process, such as the
Mumford-Shah Regulariser proposed by Erdem and Tari
(2009). Indeed, when children (or adults) fill in an area
of the sheet with colour, the application is not regular
and consequently not all pixels of the zone are coloured.
Thus, in order to avoid underestimating the proportion
of one particular colour, standardizing colours by zone
could help work around the possible issue.
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Figure 1: Entropy and Type scatter plot with the country.
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Abstract

Term-document matrices arguably feed
most approaches to quantitative textual ap-
proaches, without consideration for the se-
mantic similarities between terms. This
contribution proposes a formalism reme-
dying this omission, as illustrated by a
case study in correspondence analysis.

Introduction The term-document matrix N =
(nik) counts the occurrences of n terms in p

documents, and constitutes the privileged input
of most textual quantitative studies: chi2 distri-
butional dissimilarities between terms or docu-
ments, distance-based clustering of terms or docu-
ments, multidimensional scaling (MDS) on terms
or documents; and, also, latent clustering by non-

negative matrix factorization (e.g. Lee and Se-
ung, 1999) or topic modeling (e.g. Blei, 2012); as
well as nonlinear variants resulting from transfor-
mations of the independence quotients, as in the
Hellinger dissimilarities, or transformations of the
chi2 dissimilarities themselves (Bavaud, 2011).

When using the term-document matrix, the se-
mantic link between words is only indirectly ad-
dressed through the celebrated “distributional hy-
pothesis”, postulating an association between dis-
tributional similarity and meaning similarity (e.g.
Sahlgren, 2008) (e.g. McGillivray et al., 2008). By
contrast, this contribution explicitly distinguishes
both kind of similarities, and examines to which
extent the latter may modify the former. Note that
the same ingredients could also have been used to
address directly the distributional hypothesis.

Data After manually extracting the paragraphs
of each of the p = 11 chapters of Book I of “An
Inquiry into the Nature and Causes of the Wealth
of Nations” by Adam Smith (Smith, 1776), we
tagged the parts of speech and lemma for each

word of the corpus using the nlp4j tagger (Choi,
2016). Subsequently we created a lemma-chapter
matrix, retaining only the type of words serving a
specific task, such as verbs.

To compute the semantic similarities between
the first WordNet synset (Miller, 1995) of the
words present in the chapters, we inspected sev-
eral pair similarity matrices Ŝ: Resnik-, Jiang-

Conrath-, Wu-Palmer-, Lin- and Path-Similarity

as implemented in NLTK (Bird and Loper, 2004).
The pair similarities were then transformed into
dissimilarities dij = ŝii + ŝjj � 2ŝij , expected to
be ultra-metric (Bavaud et al., 2015), a verified re-
sult indeed, but only for the path-distance (a fact
pending further investigation), adopted for the re-
maining of the study.
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Formalism and case study We have considered
the n = 234 verb lemmas occurring at least 5
times (“be” and “have” excluded). Weighted MDS
on the chi2 dissimilarities between documents

D�
kl=

Pn
i=1 fi(qik�qil)2 fi=

ni•
n•• qik=

nikn••
ni•n•k

(1)

and simultaneous weighted MDS on the chi2 dis-
similarities between terms yields the above biplot
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of correspondence analysis (CA), where terms are
represented by circles and documents by triangles.

As noted, the n = 234 verbs can be seman-

tically similar in part, as quantified by a simi-

larity matrix S = (sij) or a dissimilarity matrix

D = (dij) between pairs of terms, and taking this
(arguably substantial) circumstance into account
should reduce the distributional dissimilarity (1)
between documents, and, consequently, lower

the corresponding term-document chi2 statistic,
measuring the total dispersion or inertia � =
1
2

P
kl ⇢k⇢lD

�
kl, where ⇢k=

n•k
n•• , in the above figure.

Lists of synonyms1, yield binary similarity ma-
trices sij = 0 or 1. More generally, S can be
defined as a convex combinaison of binary syn-
onymy relations, insuring its non-negativity, sym-
metry, positive definiteness, with sii = 1 for all
terms i. A family of such semantic similarities in-
dexed by the bandwith parameter � > 0 obtains
as

sij = exp(�� dij/�) where � =
1

2

X

ij

fifjdij

� is the semantic inertia, and dij is the ultra-
metric, squared Euclidean semantic dissimilar-
ity, here obtained as the path distance between

first senses in WordNet2 as mentioned above.
Weighted MDS on D returns:
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Of course, the distributional versus semantic con-
figuration of verbs depicted in the previous figures
differ, and an original proposal aimed at combin-
ing both state of affairs consists in replacing the

1e.g. http://www.crisco.unicaen.fr/des/
2http://search.cpan.org/dist/WordNet-Similarity/

lib/WordNet/Similarity/path.pm

chi2 dissimilarity (1) by the reduced squared Eu-
clidean distance between documents

D̂kl =
X

ij

tij(qik � qil)(qjk � qjl) (2)

where tij=
fifjsijp

bibj
and bi=

P
j sijfj=(Sf)i .

Quantity bi 2 [fi, 1] is identified as a measure
of ordinariness or banality in ecology (e.g. Le-
inster and Cobbold, 2012; Marcon et al., 2014).
As a matter of fact, it can be shown that a bi-
nary S makes D̂kl identical to the chi2 dissimilar-
ity (1), with the exception that the sum now runs
on cliques of synonyms rather than terms. Also,
the limit � ! 0 makes D̂kl ! 0 with a reduced
inertia �̂(�) = 1

2

P
kl ⇢k⇢lD̂kl tending to zero. In

the opposite direction, � ! 1 makes D̂kl ! D
�
kl

provided dij > 0 for i 6= j, a circumstance vio-
lated in the case study, where the n = 234 verbs
display, accordingly to their first sense in Word-
Net, 15 cliques of size 2 and 3 cliques of size
3 (namely, employ-apply-use, set-lay-put and
supply-furnish-provide). In any case, the rel-

ative reduced inertia �̂(�)/� is increasing in �:
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and so is its reduced diversity R̂(�) = �
P

i fi ln bi 
H = �

P
i fi ln fi, where H is Shannon entropy.

The resulting MDS on reduced dissimilari-
ties (2) among the 11 documents yields a new,
semantically-reduced correspondance analysis:

-1.0 -0.5 0.0 0.5

-1
.0

-0
.5

0.
0

0.
5

1.
0

dimension 1 : proportion of inertia =  0.17

di
m

en
si

on
 2

 : 
pr

op
or

tio
n 

of
 in

er
tia

 =
  0

.1
5

1

2

3

4
5

6

78
9

10
11

standard CA

-1.0 -0.5 0.0 0.5

-1
.0

-0
.5

0.
0

0.
5

1.
0

dimension 1 : proportion of inertia =  0.17

di
m

en
si

on
 2

 : 
pr

op
or

tio
n 

of
 in

er
tia

 =
  0

.1
5

1

2

3

4
5

6

789

10
11

β=100

27

http://www.crisco.unicaen.fr/des/
http://search.cpan.org/dist/WordNet-Similarity/lib/WordNet/Similarity/path.pm
http://search.cpan.org/dist/WordNet-Similarity/lib/WordNet/Similarity/path.pm


-1.0 -0.5 0.0 0.5

-1
.0

-0
.5

0.
0

0.
5

1.
0

dimension 1 : proportion of inertia =  0.17

di
m

en
si

on
 2

 : 
pr

op
or

tio
n 

of
 in

er
tia

 =
  0

.1
5

1

2

3

4
5

6

789

10
11

β=5

-1.0 -0.5 0.0 0.5

-1
.0

-0
.5

0.
0

0.
5

1.
0

dimension 1 : proportion of inertia =  0.21

di
m

en
si

on
 2

 : 
pr

op
or

tio
n 

of
 in

er
tia

 =
  0

.1
8

1 23 456
7
891011

β=0.5

The bandwidth parameter � controls the paradig-

matic sensitivity of the linguistic subject: the
higher �, the larger the distances between the se-
mantic of documents, and the larger the spread of
the factorial cloud as measured by reduced inertia
�̂(�). On the other direction, a low � can model
an illiterate person, sadly unable to discriminate
between documents, which look all alike.

Conclusion and further issues Despite the
technicality of its exposition, the idea of this con-
tribution is straightforward, namely to propose a
way to take semantic similarity explicitly into ac-
count, within the classical distributional similarity
framework provided by correspondence analysis.
Alternative approaches and variants are obvious:
further analysis on non-verbs should be investi-
gated; other definitions of D̂ are worth investigat-
ing; other choices of S are possible (in particu-
lar the original Ŝ extracted form Wordnet), and, in
particular, alternatives to WordNet path similari-
ties (e.g., for languages in which WordNet is not
defined) are required.

On the document side, and despite its numer-
ous achievements, the term-document matrix still
relies on a rudimentary approach to textual con-
text, modeled as p documents consisting of bag

of words. Much finer syntagmatic descriptions
are possible, captured by the general concept of
exchange matrix E, giving the joint probability
to select a pair of textual positions through tex-
tual navigation (by reading, hyperlinks or biblio-
graphic zapping, etc.). E defines a weighted net-
work whose nodes are the textual positions occu-
pied by terms (Bavaud et al., 2015).

The parallel with spatial issues (quantitative ge-
ography, image analysis), where E defines the
“where”, and the features dissimilarities between
positions D defines the “what”, is immediate (see
e.g. Egloff and Ceré, 2017). In all likelihood,
developing both axes, that is taking into account
semantic similarities on generalized textual net-
works, should provide a fruitful extension and
renewal of the venerable term-document matrix

paradigm.
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1 Background and motivation

The ever-expanding wealth of digital material that
researchers have at their disposal today, cou-
pled with growing computing power, makes the
use of quantitative methods in historical disci-
plines increasingly more viable. However, ap-
plying existing techniques and tools to histori-
cal datasets is a non-trivial enterprise (Piotrowski,
2012; McGillivray, 2014). Moreover, scholarly
communities react differently to the idea that new
research questions and insights can arise from
quantitative explorations that could not be made
using purely qualitative approaches. Some of
them, such as linguistics (Jenset and McGillivray,
2017), have been acquainted with quantitative
methods for a longer time, while others have at-
tempted and largely rejected them in the past, thus
assuming nowadays a more conservative attitude,
as is the case for history (Hitchcock, 2013).

2 Towards a historical research
framework

Historical disciplines, i.e. those focusing on study
of the past, possess at least three characteristics,
which set them apart and require careful consider-
ation in this context: the need to work with closed
corpora which can only be expanded working on
past records (Mayrhofer, 1980), the focus on phe-
nomena that change over time, and the frequent
need to combine quantitative and qualitative meth-
ods. For these reasons, we notice the need for
a general methodological reflection that can help
in the process of conducting research in histori-
cal disciplines, by taking full advantage of quan-
tification. In this contribution, we start from a
framework proposed by Jenset and McGillivray
(2017) for quantitative historical linguistics and il-
lustrate it with a case study focusing on semantic
change in a corpus of UK government texts after

1945. We then apply the framework on a different
case study related to economic history: a statistical
analysis of the conditions of contracts of appren-
ticeship in early modern Venice. This comparison
will allow us to highlight the points of alignment
or friction that a framework developed for histori-
cal linguistics displays when applied to history, in
view of proposing a more general one. Follow-
ing Andersen and Hepburn (2015), we focus on
the relationship between evidence, modelling and
research practice in historical disciplines.

Jenset and McGillivray (2017)’s framework is
the only general framework available for quanti-
tative historical linguistics. A comparable frame-
work, but more limited in scope, can be found in
Köhler (2012). Jenset and McGillivray (2017)’s
framework starts from the assumption that linguis-
tic historical reality is lost and the aim of quantita-
tive research is to arrive at models of and claims
on such reality, which are quantitatively driven
from evidence and lead to consensus among the
scholarly community. The scope is delimited to
the cases where quantifiable evidence (such as n-
grams or numerical data) can be gathered from pri-
mary sources. Claims are defined as statements
based on evidence (Carrier, 2012) and annotated
datasets such as corpora are considered as distri-
butional evidence to study phenomena in historical
linguistics. Claims possess a strength proportional
to that of the evidence supporting them. In this
context, “model” means a formalized representa-
tion of a phenomenon, be it statistical or symbolic
(Zuidema and de Boer, 2014). Models (includ-
ing those deriving from hypotheses tested quan-
titatively against evidence) are research tools em-
bedding claims or hypotheses, useful in order to
produce novel claims and hypotheses in turn via
“a continual process of coming to know by ma-
nipulating representations” (McCarty, 2004).
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3 Case studies

The first case study where we apply Jenset and
McGillivray (2017)’s framework considers a re-
cent collaboration between Digital Humanities
and History at Kings College London (Blanke and
Wilson, 2017), to develop a “materialist sociology
of political texts” following Moretti’s ideas of dis-
tant reading (Moretti, 2013). The project worked
on a corpus of post-1945 UK government white
papers to map connections and similarities in po-
litical communications from 1945 to 2010. As the
corpus is time-indexed, a quantitative analysis al-
lowed to trace the changing shape of political lan-
guage, by tracking clusters of terms relating to par-
ticular concepts and charting the changing mean-
ing of words. Temporal information was added as
annotations to the corpus using a dictionary-based
approach. Creating the distributional quantitative
evidence involved text pre-processing to create a
term-document matrix. Compared to earlier at-
tempts, the project relied on models for historical
texts not only to read the texts themselves but also
to develop ways of classifying them into time in-
tervals. More advanced modelling was applied to
trace changes of meaning in key political concepts
across time intervals, using topic models and word
embeddings, allowing to test historiographical and
linguistic hypotheses.

The second case study focuses on apprentice-
ship contracts registered in Venice between the
end of the 16th century and the beginning of
the 18th (Ehrmann et al., 2018). These archival
records constitute primary sources often used
qualitatively by historians. The source was an-
notated and transcribed into a structured database.
The annotation schema was developed bottom-up
via incremental refinements, and included con-
trolled vocabularies and heuristics. The quanti-
tative evidence consists of key and recurring in-
formation contents from each contract. This data
can be textual, categorical or numerical. An ex-
ample of quantitative analysis on this dataset is on
the historical use of contracts of apprenticeship: to
hire cheap workforce, for actual training, or both?
The working hypothesis was that contracts could
be used flexibly for both ends, with fine-grained
variability at the level of professions, guilds and
even masters. A statistical model (linear regres-
sion) provided support for this claim, and results
were interpreted within a broader scope of primary
and secondary evidence (Bellavitis et al., forth-

coming).

4 Conclusion and future work

This comparison leads us to the conclusion that,
despite the broad applicability of Jenset and
McGillivray (2017)’s framework in both cases,
some important differences emerge between his-
torical linguistics and history. We discuss two.
First of all, the scope of primary source and its
quantitative representation is broader in history,
including not only distributional but also cate-
gorical, ordinal, and numerical evidence. Sec-
ondly, the scope for a purely quantitative approach
is less broad: quantitative evidence and models
can often only contribute to inform hypotheses
and claims which rely on qualitative evidence and
methods. While the framework can extend to a va-
riety of primary sources and different quantitative
evidence, it does not yet integrate qualitative re-
sults and methods. We thus conclude with the fol-
lowing question for debate and future work: how
can quantitative and qualitative methods be com-
bined into a single methodological framework?
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Abstract

In this paper we present an ontology-based
modelling approach that deals with vague
information in the process of the decipher-
ment of the Classic Mayan script. We in-
troduce the challenges of deciphering this
script and the resulting requirements for
the development of a digital Sign Cata-
logue. Subsequently, we consider the pro-
cess of modelling as a method of Digital
Humanities research and describe how we
applied it to the development of the Sign
Catalogue. Further we present our concept
for the systematisation and classification
of signs and how we developed a system
for the qualitative assessment of reading
hypotheses. Finally, we highlight the ad-
vantages of the developed model, which
adapts flexibly to the ongoing decipher-
ment process.

1 Dealing with vague information in the

process of deciphering

The aim of our project ’Text Database and Dictio-
nary of Classic Mayan’ is to compile a corpus of
all known inscriptions in order to develop a dictio-
nary for the not yet fully deciphered language and
script of Classic Mayan.1 One of the challenges
we have to deal with is the low status of decipher-
ment of the logo-syllabic script. In the short his-
tory of deciphering the Maya script, researchers
presented various hypotheses about the reading of
the glyphs. The first results did not appear until the

1see http://mayadictionary.de for further in-
formation

1950s. But it was not until the 1980s that a num-
ber of breakthroughs, such as that of Stuart (1987),
significantly influenced the deciphering process,
resulting also in the publication of eleven glyph in-
ventories. Nevertheless, the exact number of signs
and their graphic variants is still unknown. In ad-
dition, for approximately a quarter to a third of the
characters there are only vague or no deciphering
proposals at all. Many of those proposals are com-
peting with each other, because the readings may
only be valid in selected contexts, but they do not
have to exclude each other because of the possi-
ble polyvalence of the signs (Gronemeyer et al.,
2018). In our project we have to face the chal-
lenges of working with those vague and uncertain
information. To deal with this situation, we devel-
oped a digital Sign Catalogue aiming to establish
a new concept for the systematisation and classi-
fication of signs and a system for the qualitative
assessment of reading hypotheses. The Sign Cata-
logue is also used as basis for creating a machine-
readable text for the corpus.

2 Modelling as a method of Digital

Humanities research

We understand modelling as a method of Digital
Humanities research, which aims to represents ob-
jects and the knowledge about them in a computa-
tional model. In our belief, the process of knowl-
edge representation is a hermeneutic method that
is used to construct a machine-readable model.
In the sense of Sowa (2000) this means making
the semantics of knowledge objects explicit and to
transferring it into a data model. In order to de-
termine which domain-specific requirements ex-
ist for the classification of Maya hieroglyphs, we
used an explorative-hermeneutic method. This
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process presupposes that the modeller is famil-
iar with the domain and can describe the subject
area and its knowledge base from a disciplinary
point of view. Further this approach forces do-
main experts to question how their objects are de-
fined and which methods were used to gain knowl-
edge about them in the first place. This process of
conceptual modelling is used to define what Sowa
(2000) calls ’ontological categories’. They ”deter-
mine everything that can be represented in a com-
puter application”. This concludes that the cre-
ation of an ontological model aims to explicitly
describe the objects, their relation to each other,
and to their domain. Defining these categories is
especially challenging when dealing with vague
and uncertain information, because ”any incom-
pleteness, distortions, or restrictions in the frame-
work of categories must inevitably limit the gener-
ality of every program and database that uses those
categories” (Sowa, 2000). If ’knowledge’ about
objects can be questioned or interpreted differ-
ently, it is necessary to present the different states
of knowledge in the model in order to counteract
such distortions while limiting the knowledge base
exactly for the purpose of the defined ontological
catgories. The following sections outline how we
dealt with this by modelling a Sign Catalogue that
can handle complex sign classification in a flexible
way. Further we explain the system for the qual-
itative assessment of reading hypotheses and how
it supports the ongoing research on the decipher-
ment of the Classic Mayan script.

3 Defining concepts for the

systematisation and classification of

signs

To find suitable concepts for describing signs, we
have examined existing classification systems and
linguistic terminologies (GOL, 2010) (Chiarcos
and Sukhareva, 2015). We have found that most
concepts are not suitable for the classification of
Mayan glyphs because they focus too much on
applicability in a particular linguistic context and
therefore cannot be applied to a writing system
with a low degree of decipherment. For this rea-
son, we created a model that uses linguistic cat-
egories only on a meta level and does not take
further analysis levels and grammars into account.
For the development of the Sign Catalogue we
chose an ontological modelling approach, which
uses the CIDOC CRM (Crofts et al., 2011) as base

ontology. Despite its focus on documentation pro-
cesses of cultural heritage objects, the ontology
contains a lot of meta-concepts that are suitable
for our catalogue.2 In our catalogue, we define
the sign as an entity consisting of a functional and
phonemic level (Sign) and a graphical represen-
tation (Graph). The class Graph represents all
variants of a grapheme (allographs). By the sepa-
rately recording discrete graphs, we enable an ex-
act method for their identification. This relation
form Graph to the corresponding Sign is optional,
so that even graphs can be recorded that could not
have been assigned to any functional-phonemic
level yet (Diehr et al., 2017). The class Sign is de-
termined by its SignFunction: the use of the sign
as a logogram, syllabogram, numeral or diacritical
sign. The phonemic level of the sign is recorded
as transliterationValue at the respective SignFunc-
tion. To represent the polyvalency of signs only
one value is allowed per function, but one sign can
have several sign functions and therefore readings
(Diehr et al., 2018).
The developed concept for the digital Sign Cata-
logue requires a data structure that allows to cre-
ate semantic relations between uniquely reference-
able entities. Therefore we chose to implement the
model in RDF. For the management, creation and
presentation of the data generated in the project
we use the virtual research environment (VRE)
TextGrid (Neuroth et al., 2015). In order to record
the signs in the VRE, we have adapted the RDF
input mask of the TextGrid Lab to project-specific
requirements.

4 A system for the qualitative assessment

of reading hypotheses

The system for the formal evaluation of reading
proposals arose from the requirement to explic-
itly describe those aspects that led to the formula-
tion of a specific reading hypothesis. What factors
must be taken into account for a proposed reading
to be plausible? For this purpose we defined for-
mal criteria with which reading hypotheses can be
described. For assigning a level of confidence to a
transliteration value, we modelled the class Con-
fidenceLevel, which is related to the SignFunction
and therefore to the translationValue of the sign.
For each SignFunction a separate set of criteria

2for a deeper insight have a look on the documentation
of the Sign Catalogue: http://idiom-projekt.de/
idiommask/schema.html
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Figure 1: Modelling Confidence of Reading Hy-
potheses

based on Kelley (1962) and Houston (2001) was
developed. The criteria are primarily oriented to-
wards the context of graphematic and linguistic
use (e. g. plausible text-image-reference) or the
substantiation in modern Mayan languages. The
criteria are related by means of propositional logic
so that, depending on their combination, a quality
level is inferred, see Fig. 1 (Diehr et al., 2017).
The qualitative evaluation is particularly relevant
for examine the plausibility of the reading hy-
potheses in the corpus. Readings with a high level
can be compared with those with a low level. For
the latter, new criteria for their plausibility could
also be found in the context of the text, which can
then be added to the Sign Catalogue. This may
also increase the confidence level and therefore the
quality of the reading proposal (Diehr et al., 2018).

5 Conclusion and prospect

The ontological modelling approach and the im-
plementation in a RDF data model offers a flexi-
bility that redefines the classification of signs and
allows precise identification on the basis of distin-
guishing characteristics. By incorporating known
and adapting new results, the digital Sign Cata-
logue is specifically designed to deal with vague-
ness in research processes. This approach can also
be applied to other (complex) writing systems.
It would also be interesting to apply the criteria-
based approach to other applications and to inves-

tigate to what extent it offers a suitable method for
dealing with vagueness.
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1 Introduction

While Entity Linking (EL) has seen much devel-
opment over the years (Bunescu and Pasca, 2006;
Milne and Witten, 2008; Ratinov et al., 2011;
Yosef et al., 2011; Usbeck et al., 2014; Waitelo-
nis and Sack, 2016), it is hindered by several lim-
itations when applied to Cultural Heritage (CH)
collections. Most notable is a significant under-
representation of entities in common Knowledge
Bases (KB) such as DBpedia (Agirre et al., 2012;
Van Hooland et al., 2015; Munnelly and Lawless,
In Press). A possible solution is to construct more
specific KBs from resources used by scholars in-
vestigating CH material.

The overarching research related to this paper
investigates methods of performing EL on primary
source Irish historical archives. Two resources
used by historians in this domain are the Oxford
Dictionary of National Biography (ODNB)1 and
the Dictionary of Irish Biography (DIB)2. Both
are collections of biographies written by histori-
ans with a single entity usually being the focus of
the text. Titles contain the subject’s forename, sur-
name and variant names, and links between related
biographies exist in the text of each article. Hence
they exhibit structural properties similar to those
that originally made Wikipedia a useful KB for
EL. They are of greater specificity to the history of
the British Isles than other more general resources
and thus may help to fill some of the gaps in DB-
pedia, or at the very least limit the scope of the
linker’s search to entities that are relevant to this
geographic region.

Research by Brando et al. (Brando et al., 2016)
has shown that it is beneficial to EL in CH when
a specialised KB can be integrated with a more
general one. Hence the goal of this work is to con-

1http://www.oxforddnb.com/
2http://dib.cambridge.org/

nect entries in ODNB and DIB with their corre-
sponding entries in DBpedia, such that a new KB
built on these resources would be linked with their
counterparts in a larger, more established seman-
tic resource where such counterparts exist. This
also helps to identify entities in ODNB and DIB
which are not yet documented in DBpedia, show-
ing where an EL system that is informed by a KB
based on ODNB and DIB may be better equipped
for linking in Irish historical archives.

2 Method
In order to facilitate the integration of a KB de-
rived from ODNB or DIB with DBpedia, an ap-
proach for linking biographies to their DBpedia
counterparts was developed. First, all DBpedia en-
tities belonging to the class dbo:Person are in-
dexed using Solr. The name of each entity, the full
text of the Wikipedia article from which they are
derived, and anchor text on incoming links to the
article were indexed. Anchor text indicates alter-
native names which may refer to an entity. For ex-
ample, the DIB biography for the 7th Earl of Mayo
uses his full name and excludes his title, “Dermot
Robert Wyndham-Bourke” while the his name in
DBpedia is given as “Dermot Bourke 7th Earl of
Mayo”. Indexing anchor text loosely captures the
equivalence of these two references.

For each biography entry in ODNB and DIB
b 2 B, the title btitle is executed as a query against
Solr. Matches on the title field and anchor text
are boosted over matches in the article’s content.
A list of up to ten top-ranked candidates Pb is
returned. The best matching DBpedia referent
p⇤b 2 Pb for a given biography is the one that max-
imises the expression:

p⇤b = argmax
p

 (b, p), 8 p 2 Pb (1)

Where  (b, p) is computed as a linear combi-
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nation of content similarity and name similarity.
For a given candidate p 2 Pb, content sim-

ilarity ⌦ between the biography bcontent and the
candidate’s Wikipedia article particle is computed
using negative Word Mover’s Distance (WMD)
(Kusner et al., 2015) as implemented in gensim
(Řehůřek and Sojka, 2010). This method estab-
lishes a vector representation of documents us-
ing word embeddings and then computes the dis-
tance between points in the two representations.
Similarity is the negation of the normalised dis-
tance. Word embeddings are computed using a
Word2Vec model (Mikolov et al., 2013) trained
on a Wikipedia dump excluding redirects, disam-
biguation pages etc.

The name similarity function � is based on the
Monge-Elkan Method (Monge and Elkan, 1996).
The biography title btitle and name of a candidate
pname are lower-cased and tokenized. Stop words
are removed yielding two sets of tokens Tb and Tp.
The sets are added to a bipartite graph with edge
weights computed using Jaro-Winkler similarity
(Winkler, 1990). An optimal mapping Tb 7! Tp
is found using Edmond’s blossom algorithm (Ed-
monds, 1965) giving W , the set of weighted edges
which comprise the mapping. Name similarity is
the generalised mean of the edge weights in W as
described by Jimenez et al. (Jimenez et al., 2009)
where m = 2 in this experiment:

�(b, p) =

 
1

|W|
X

w2W
wm

! 1
m

(2)

This yields the final formulation of  as a func-
tion of the form:

 (b, p) = ↵�(btitle, pname)

+ � ⌦(bcontent, particle)
(3)

Where ↵ and � are tuning parameters chosen
such that ↵+ � = 1.

A hard threshold ⌧ is applied to p⇤b , enforcing a
minimum similarity between a biography and its
final chosen referent p⇤b :

p⇤b =

(
p⇤b , if  (b, p⇤b) > ⌧

NIL, otherwise
(4)

NIL indicates that a biography does not have a
DBpedia counterpart.

3 Evaluation

The approach described is essentially an EL solu-
tion, hence the BAT Framework (Cornolti et al.,
2013) was used for evaluation. Two ground truths
were derived from a random sample of 200 biogra-
phies obtained from both DIB and ODNB (400
samples in total). Samples were manually as-
signed a DBpedia URI. Where no URI could be
established, a NIL label was applied. Ultimately
64 of the ODNB samples and 72 of the DIB sam-
ples were labelled as NIL.

A threshold similarity of ⌧ = 0.55 was found to
give the best results when ↵ = 0.1 and � = 0.9,
but the disparity in performance between the two
collections is wide. Based on the evaluation, this
approach achieves a score of 81.5% on DIB, but
only 67.5% on ODNB. Some of the imprecision
stems from Solr as 43.1% of incorrect labels on
ODNB and 45.9% of incorrect labels on DIB can
be ascribed to the correct referent not being among
the results returned by the search engine. It is
likely that the remaining errors with the approach
are due to problems with document length normal-
isation as WMD is a measure of distance rather
than relevance.

4 Conclusion

The approach documented seems promising given
the scores achieved on DIB, but the wide variance
in performance across the two collections indi-
cates underlying problems. Future work will focus
on making the approach more robust in an effort to
eliminate this unreliability.

An objective of this work is to construct a KB
which will be useful for EL on Irish historical
archives. Future work will also investigate the ap-
plications of a KB, which is integrated with other
semantic web resources, for EL, using the ap-
proach presented in this paper.
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Abstract 

Digitalization campaigns during the last ten years 
made available a considerable number of histori-
cal texts. The first digitalization phase concen-
trated on archiving purposes; thus the annotation 
was focused on layout ad editorial information. 
The TEI standard developed dedicated modules 
for this purpose. However, the next phase of digi-
tal humanities implies active involvement of com-
putational methods for interpretation and fact dis-
covery within digital historical collections, i.e. ac-
tive computational support for the hermeneutic in-
terpretation. 
 
We argue that interpretation of historical docu-
ments cannot be realised by simple black-box al-
gorithms which rely just on the graphical repre-
sentation of words (bag of strings - BoW) but by: 

1. Considering semantics, which implies a 
deep annotation of text at several layers 
and 

2. Explicitly annotating vague information 
3. Making use of non-crisp reasoning (fuzzy 

logic, rough sets) 

For any high-level content analysis, the deep an-
notation (manual semi-automatic or even auto-
matic) is an unavoidable process. 
For modern languages there are meanwhile estab-
lished standards and rich tools which ensure an 
easy and error –prone annotation process. In this 
contribution we want to illustrate the challenges 
and special requirements connected with the an-
notation of historical texts, and argue that in many 
cases the data-model is so complex that corpus, 
respectively language tailored tools have still to 
be developed. 
The annotation of historical texts has to consider 
following criteria: 

- The text to be annotated may change during 
the annotation. Several scenarios may con-
verge to this situation: 

o Original text is damaged and only the 
deep annotation and interpretation of 
neighbouring context can provide a 
possible reconstruction; 

o The text is a transliteration from an-
other alphabet. In this case translit-
erations are rarely standardised (also 
because historical language was not 
standardised and phonetical changes 
like insertion of vowels, doubling of 
consonants are subject of the inter-
pretation of the annotator and assign-
ment of one or other part-of-speech; 

o The documents are a mixture of sev-
eral languages and OCR performs 
low.  

- The annotation has to be done at several lay-
ers: text structure, linguistic, domain–spe-
cific. Annotations from different levels may 
overlap.  

- All annotation should consider a degree of 
imprecision and vague assertions have to be 
marked. Otherwise interpretations of doubta-
ble events are falsified by crisp yes/no deci-
sions. Vagueness and uncertainty may lead to 
different branches of the same annotation 
base. 

- Original text and transliteration have to be 
both kept and synchronised. 

- Historical texts lack digital resources. Histor-
ical language requires more features for anno-
tation than modern ones. Thus a fully auto-
matic (linguistic) annotation is in many cases 
impossible. Manual annotation is time con-
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suming, so that functions allowing a con-
trolled semi-automatisation of the annotation 
process is more than desirable. 

- The annotation tool has to be user-friendly as 
annotators do not have often deep IT-skills 

As none of the current widespread annotation 
tools (Bollman & Petran & Dipper 2014), (de Cas-
tilho et. Al. 2016) fulfils all criteria above, many 
projects alter the data model, i.e. features of lan-
guage or of the text respectively domain are not 
included in the annotation model. This has conse-
quences on the analysis and interpretation pro-
cess. 
 
In this paper we will introduce a novel framework 
for data modelling which allows implementation 
of tailored annotation tools for the specific DH-
project. We will illustrate the generic framework 
model by mean of three examples from com-
pletely different domains each treating another 
language: the construction of a diachronic corpus 
for classical Ethiopic texts (Vertan & Ellwardt & 
Hummel 2016); the annotation of classical Maya 
database of inscriptions and texts and the com-
puter –based analysis of original and translation in 
three languages of historical documents from the 
18th century (Vertan & v. Hahn & Dinu 2017). We 
will present the generic model and show the de-
rived data model for each of the 3 examples and 
we will discuss the challenges implied by the de-
velopment of a new software. We will illustrate 
also how interchangeability with other digital re-
sourced is secured. 
 
Furthermore, we will show how this framework 
can be used as well for the annotation of linguistic 
and factual vagueness in texts. 
 
The aim of such annotations is not to develop an 
expert system in the classical way from Artificial 
Intelligence. Such expert system assumes that the 
computer is reasoning and presents its interpreta-
tion to the user. We consider that for interpretation 
of historical facts such system is not reliable. The 
background knowledge necessary for producing 
reliable result is huge and relies often either on ma-
terials which are not in digital form. Thus our goal 
is more to make the user aware that: 
- There is a bunch of possible answers to one 

query and 
- These possible answers may have different de-

gree of reliability (i.e .they are not for sure 
true). 

The interpretation and the final decision is left en-
tirely to the user. 
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Abstract

Word embeddings represent a powerful
tool for mining the vocabularies of liter-
ary and historical text. However, there
is little research demonstrating appropriate
strategies for representing text and setting
parameters, when constructing embedding
models within a digital humanities con-
text. In this paper we examine the ef-
fects of these choices using a case study
involving 18th and 19th century texts from
the British Library. The study demon-
strates the importance of examining im-
plicit assumptions around default strate-
gies, when using embeddings with literary
texts and highlights the potential of quan-
titative analysis to inform critical analysis.

1 Introduction

This research is part of a digital humanities project
exploring attitudes towards disease and illness in
the 18th and 19th centuries. The associated cor-
pus contains a large, diverse selection of digitised
texts. Lexicons generated using word embeddings
are part of a suite of big data approaches which
are applied in order to navigate this corpus, which
consists of over 46,000 texts dedicated to a range
of subjects. It is hoped that these techniques will
allow the identification of key texts and thematic
trends concerned with illness and disease, so that
these can be interpreted with reference to cur-
rent and historical debates surrounding biopolitics,
medical culture, and migration.

Word embeddings are increasingly being used
to generate semantic lexicons for a variety of tasks
(Mikolov et al., 2013). This includes uncovering
changes in the sense of terms over time (Hamilton
et al., 2016), extracting social networks from liter-
ary texts (Wohlgenannt et al., 2016), and text clas-

sification (Leavy et al., 2017). However, there is a
lack of research demonstrating optimal strategies
for setting parameters, when constructing these
models on literary and historical texts. There has
also been little study on the effect of text prepro-
cessing decisions on the resulting models (Lapesa
and Evert, 2014; Camacho-Collados and Pilehvar,
2017). Given that the assumptions behind prepro-
cessing can have particular significance within a
digital humanities context, it is important to ex-
plore the impact of these decisions, which is often
not reported or considered (Sculley and Pasanek,
2008).

This research evaluates the setting of parame-
ters in word embedding along with standard pre-
processing approaches including conversion of all
letters to lowercase and removal of stop-words.
Evaluation of lexicons generated using word em-
bedding is commonly conducted using an intrinsic
approach whereby the resulting lexicons are eval-
uated against existing standard lexical databases
such as WordNet (Miller, 1995). However, given
the domain specificity and historical nature of this
corpus, extrinsic evaluation was conducted based
on the effectiveness of each lexicon in identifying
texts that relate to medical topics.

2 Methodology

The corpus used in this research is comprised of a
diverse collection of digital texts from the British
Library. In the analysis described here, we fo-
cus on a subset of 35,916 English language texts,
dating from 1700 to 1899. Word2vec Continuous
Bag-of-Words (CBOW) and Skip-Gram (SG) em-
bedding models were generated from the English
corpus using 30 combinations of parameters and
text processing strategies (see Table 1).

A set of 10 seed terms was derived from a
19th century medical reference book (Guy, 1856),
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Figure 1: Precision@k results for models with D = 100 dimensions. Model labels are indicated as:
Model (SG/CBOW), Lower / Not Lowercase (L/NL), Stop-word Remove/Keep (SR/SK).

Parameters Values
Model Skip-gram / CBOW
Dimension 25 / 100 / 400 / 800
Preprocessing Lowercase / Stopwords

Table 1: Text preprocessing strategies and param-
eters evaluated.

along with initial close reading of the corpus:
health, disease, physic, physiology, pathology, therapeutics,
remedies, medicine, physician, medical

For each embedding model, we extracted the top
20 terms that were most similar to the seed words
used, and used these to build lexicons.

The evaluation of the lexicons involved using
them as a basis for ranked document retrieval. We
use a sample of 19,290 documents, each represent-
ing a labelled fixed-length excerpt from a text in
the overall English corpus. Of these, 20% were
labelled as medical texts. Texts were ranked ac-
cording to the frequency of occurrence of terms
from each generated lexicon. The quality of the
lexicon was evaluated based on whether this rank-
ing of documents surfaced texts related to medical
topics. In this project, given the objective of en-
abling close reading of the retrieved texts within
an exploratory interface, the precision of the re-
turned results was of prime importance and eval-
uation was based on the level of precision relative
to the top-k ranked texts (i.e. precision@k).

3 Findings and Analysis

Before considering document retrieval, we looked
at the overall level of agreement between the lexi-
cons generated by the models, by measuring their
Jaccard set similarity for all 10 seed terms. We see

a surprisingly low level of agreement between the
lexicons – mean 0.31 and median 0.29.

Next, we measured the precision of the retrieval
of medical documents for rankings of size k 2
[10, 500]. The subset of results shown in Figure
1 reveal patterns indicating the importance of the
choice of parameters and settings when generating
word embeddings for literary and historical texts.
Contrary to standard practice, not converting all
text to lowercase and retaining stop-words resulted
in better performance. This demonstrates that es-
tablished standards for preprocessing modern texts
may not produce the best results in a digital hu-
manities context.

Error analysis, in the form of close reading,
was conducted where strategies resulted in signif-
icantly lower precision (e.g. see SG-L-SR-D100
in Figure 1). These results appear to be due to the
retrieval of country reports that, while they were
not medical texts, contained a wealth of relevant
information on medical care. This demonstrates
how in a digital humanities project, error analysis
can provide new information to prompt reformu-
lation of the original research hypotheses.

4 Conclusion

This paper explores issues around selecting an ap-
propriate strategy for using word embeddings to
construct semantic lexicons for literary and his-
torical texts. Established default strategies of-
ten emerge in response to requirements from dif-
ferent domains. However, this work shows the
importance of evaluating the assumptions behind
established strategies, and considering the spe-
cific requirements of individual digital humanities
projects.
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1 Introduction 

With this communication I would like to address 
the possibilities of digital technologies for 
quantification and visualization of the narrative 
space in fictional texts. The analysis is based on a 
corpus of early modern Spanish Byzantine novels 
(16th-17th centuries). I would like to reflect 
around the procedure of making post-authorial 
maps (Bushell, 2012) in order to use them as an 
analytical tool and as part of scholarly digital 
edition. 

2 Theoretical framework and corpus 

Literary geography is an interdisciplinary 
crossroad of literary theory, geography, digital 
cartography and spatial analysis (Piatti/Hurni, 
2011), (Bodenhamer et al., 2010).  I will focus on 
the fictional literary geography: that is, the digital 
visualization of the spaces of fiction; both the 
quantitative analysis and the visualization of 
places and itineraries in the novels are taken into 
account, having in mind Moretti’s work (1998, 
2007), but trying partially to reproduce some 
methodological approaches of Barbara Piatti in 
her work Die Geographie der Literatur (2008), 
where she plotted on analogical maps the space 
action of some Swiss literary works. 
 The corpus belongs to the Byzantine 
genre, in which the chronotope is defined by sea 
travels, pirates, exoticism, shipwrecks, 
transcultural encounters. Cervantes’ posthumous 
novel The Trials of Persiles and Sigismunda. A 
Northern History (1617) represents an important 
shift in the spatial genre classification, because 
unlike Heliodorus’ Mediterranean model, 
Cervantes chooses a couple of Nordic lovers and 

describes their pilgrimage along a North-South 
axis, starting at the Nordic countries and ending 
in Rome.  Early modern sequels seem to imitate 
Cervantes’ settings and characters by placing its 
actions in Muscovy, England or Poland, but 
without abandoning the Mediterranean basin as a 
setting area for the diegesis. On the other hand 
some novels have been criticized as lacking 
spatial coherence, geographical accuracy or 
verisimilitude, but the apparently spatial 
gibberish is based, however, on geographic and 
cartographic sources which determine its 
narrative organization. This is defined as 
kartographisches Schreiben (Dünne 2011), that 
is, maps such as Carta Marina (in the case of the 
Northern geography in Cervantes’ Persiles) or 
Theatrum Orbis Terrarum (for Zuñigas’s 
Semprilis) are used to configure spatial and 
topographical references in the novels (Losada, 
2016). This artistic procedure connects texts and 
maps, and gives to the novels a certain affinity to 
cartographic representation called by 
Stockhammer (2007) literarische Kartizität. 
 The main question is whether a 
quantitative analysis of places and digital map 
visualization could shed light on a spatial 
distribution that defines the genre.  

3 Methodological framework  

As a proof of concept the corpus has been 
limited to a few works, in which the places have 
been automatically extracted with Stanford1 and 
Freeling2 Named Entity Recognizers.  In order to 

                                                        
1 Stanford Named Entity Recognizer, version 3.8.0, 
language models 2017/09/06 (Spanish, English). See at 
https://nlp.stanford.edu/software/CRF-NER.html 
2 FreeLing, version 4.0. See at http://nlp.lsi.upc.edu/freeling 
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automate the queries for a vector of places and be 
able to work within the R environment I adapted, 
forked from the ggmap package, my own package 
in R (editio/georeference3), which allows to 
geolocate places from three different gazetteers: 
Pelagios4, GeoNames5, and Wikipedia 
(georeferenced articles stored in the GeoNames 
database), gazetteers more suitable for historical 
and literary texts. For the proper georeference and 
tiling of historical maps I used Qgis6, and for the 
visualizations I used Leaflet for R7, which is, in 
part, available as a package in R, so it has the 
advantage of using just one environment for data 
processing, visualization, overlay of historic maps 
and export capabilities. 

4 Map visualization 

The several visualizations plotted on a map 
(places most frequently mentioned, coverage of 
cluster's bounds, proximity clustering, places 
shared by novels, weighted importance for each 
place) correspond roughly with the knowledge 
we have about those novels, so that the insights 
into the corpus are not totally incorrect despite of 
some methodological and technical caveats:  
Firstly, reducing fiction to invented events in real 
places (Stockhammer, 2013) and ignoring the 
enormous topographical variance in literature 
(Piatti 2008) as well as different zones of 
narrative action, digressions, diegesis, etc. 
Secondly the accuracy of NERs are deeply 
limited by language (Bornet and Kaplan, 2017), 
by toponym variance or spelling in a Spanish 
Early Modern corpus, together with the fact that 
the automated geolocation by gazetteers has, as 
well, its limits (gazetteers automated returns in 
the corpus are around 60% of all places found by 
NERs).  

On the other hand, to prove the dependence 
of geographical and cartographic sources, 
historical maps (Ortelius' map of Fessae, et 
Marocchi, and the historical borders of the 
Kingdom of Poland) have been overlaid together 
with the itinerary of the lead characters in the 
novel Semprilis. The visualizations will raise the 
question of whether the author could create the 
narrative space relying on this particular sources. 
                                                        
3 See at https://github.com/editio/georeference 
4 See at http://commons.pelagios.org 
5 See at http://www.geonames.org  
6 See at https://www.qgis.org 
7 See at https://github.com/rstudio/leaflet 

5 Conclusion 

The quantitative approach may fall short in 
explaining how the Byzantine genre operates 
spatially, but a visualization enriched with 
historical maps can, in this particular case, add 
knowledge to the analysis of the literary space.  
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With the availability of large amounts of opinion-
ated data through the Internet (social networks, 
online forums, product reviews, etc.), computa-
tional sentiment analysis has become popular in 
the early 2000s, especially in the context of social 
media and online reviews (Liu, 2016). Recently 
sentiment analysis has also found applications in 
the digital humanities, most notably in the field of 
literary studies. Sentiment analysis is used for 
genre classification (Kim et al., 2017), to investi-
gate shifts in the meaning of words (Buechel et 
al., 2016), to predict the success of novels (Ashok 
et al., 2013), or to analyse fairy tales (Alm et al., 
2005), novels (Kakkonen & Kakkonen, 2011; 
Jockers, 2015; Jannidis et al., 2016) and drama 
(Mohammad, 2011; Nalisnick & Baird, 2013). 
Many of the current projects in this domain use 
sentiment lexicons. A sentiment lexicon is a list of 
words with sentiment annotations (posi-
tive/negative values). These words are typically 
referred to as sentiment bearing words (SBW). By 
adding up the number of positive words and sub-
tracting the number of negative words (or polarity 
annotations on a metric scale), the overall polarity 
of a text unit can be calculated (Kennedy & Ink-
pen, 2006). 

We present a project on the exploration of dif-
ferent lexicon-based sentiment analysis techniques 
for the domain of historic, German drama texts, 
more concretely on a corpus of Lessing’s plays. 
The corpus is composed of twelve plays and was 
obtained from the TextGrid1 platform. As historic 
German texts that, at the same time, also use poet-
ic language challenge standard sentiment analysis 
lexicons, we conducted a systematic evaluation 
study, to investigate which configuration of dic-
tionaries and NLP tools yields the best results. 

We evaluated several combinations of senti-
ment lexicons and optimization steps: 
x Five existing sentiment dictionaries (Remus 

et al., 2010; Vo et al., 2009; Mohammad & 
                                                      
1 https://textgridrep.org/ (note: all URLs mentioned in this 
article were last visited April 13, 2018) 

Turney, 2010; Clematide & Klenner, 2010; 
Waltinger, 2010) for present German, as 
well as an accumulated combination of all 
lexicons were evaluated; 

x The extension of each of the above lexicons 
with historical linguistic variants (Jurish, 
2012) was evaluated; 

x Different types of stopword lists und lists of 
most frequent words of the corpus (cf. Saif 
et al., 2014) were evaluated; 

x Lemmatization with the pattern lemmatizer 
(De Smedt & Daelemans, 2012) and the 
treetagger (Schmid, 1995) was evaluated; 

We evaluated the different configurations 
against a gold standard corpus of 200 single 
speeches of our corpus. This method of evaluation 
can be considered rather unique in this branch of 
sentiment research, as results are typically evalu-
ated by comparing them to well-known observa-
tions that are already available from other, often-
times hermeneutic, scholarly work (cf. Moham-
mad, 2011; Nalisnick & Baird, 2013). 

The gold standard was created in a preliminary 
annotation study. Five annotators (all fluent in 
German language) annotated the polarity (positive 
or negative) of the character speeches. The anno-
tation of the majority of the annotators defines the 
final polarity of a speech. The measure of agree-
ment between the annotators point to a mediocre 
agreement (Fleiss’ kappa = 0.47; overall agree-
ment in percent = 77%). These results are in line 
with related studies in the context of narrative 
texts (Alm & Sproat, 2005). The final gold stand-
ard corpus consists of 139 negative und 61 posi-
tive speeches. 

We compared the performance of all aforemen-
tioned combinations of sentiment and NLP tech-
niques by calculating the overall polarity and by 
analyzing typical performance metrics such as the 
accuracy (Gonçalves et al., 2013). During the 
evaluation study, we found that 
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 x the extension of lexicons with historical lin-
guistic variants and lemmas yields the high-
est performance boost, 

x lexicons with polarity scales (e.g. from -1 to 
1) instead of nominal sentiment-annotations 
(neg/pos) yield consistently better results, 

x lexicons that come with explicit lemma and 
flection forms typically perform better than 
generic lemmatization tools. 

Going through all the metrics, we identified the 
following combination of techniques as the setup 
with the best overall performance: 
x SentiWS lexicon (Remus et al., 2010), 

x no stopword lists, 

x pattern lemmatizer, 

x extension with historical linguistic variants; 

With an overall accuracy of 67%, the perfor-
mance is above the random baseline, but still con-
siderably worse than in other domains of senti-
ment analysis (cf. Vinodhini & Chandrasekran, 
2012). However, since we use very basic lexicon-
based sentiment analysis techniques and the hu-
man annotators who produced the gold standard 
also had severe problems and disagreements con-
cerning the sentiment annotations, we consider 
these results as promising. We also found that the 
lower the agreement between annotators for a 
speech the more likely the sentiment analysis pre-
dicts a wrong class. Furthermore, for the gold 
standard annotation, annotators could only choose 
between positive and negative; annotations like 
neutral or mixed were not possible, which aggra-
vates the annotation as well as the automatic pre-
diction. However, other results of our annotation 
study show that these classes are indeed relevant 
for our corpus. 

To further investigate the possibilities of senti-
ment analysis in German drama texts, we devel-
oped a web application2 that can be used to ex-
plore the results of our current project. Users are 
able to analyze sentiment progressions and senti-
ment distributions on several different levels. The 
structural levels of analysis are the whole drama, 
single acts, scenes and speeches. Furthermore, by 
                                                      
2http://lauchblatt.github.io/QuantitativeDramenanalys
eDH2015/FrontEnd/sa_selection.html  

accumulating the speeches of single speakers, us-
ers can explore sentiment processes and distribu-
tions of specific characters. By using a heuristic 
described in Nalisnick and Baird (2013), we also 
integrated sentiment relationships of speakers. 
Sentiments of speakers and speaker relationships 
can be analyzed on all structural levels. Besides 
polarities (positive/negative), we also integrated 
our results on eight basic emotions as implement-
ed in the NRC Emotion Lexicon (Mohammad & 
Turney, 2010). To allow for comparisons (e.g. be-
tween scenes), users can choose to normalize the 
results by the number of all words or SBWs. 

We are currently working together with literary 
scholars to further explore requirements for com-
puter-based sentiment analysis in literary studies. 
We also started a project to acquire more manual-
ly annotated data in the context of German histor-
ic plays and are also integrating more polarity 
classes like neutral and mixed in the annotation 
process. We are planning to use this data for more 
exact evaluations of the lexicon approach, but also 
as training data for machine learning approaches 
to sentiment analysis. Furthermore, we want to 
extend our current corpus beyond the scope of 
Lessing’s plays, to enable comparisons of authors, 
genres and periods.  
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In this work, we present unsupervised and su-
pervised machine learning methods and corpus-
linguistic methods to model thematic structure in
holiday postcards. We consider thematic struc-
ture from a point of view of text linguistics. Ac-
cordingly, a text consists of themes that are in-
troduced, continued and terminated in the course
of discourses (cf. Brinker[p. 24ff](2014)). So far,
the automatic recognition of theme has been car-
ried out mainly based on information structure,
such as the Prague Treebank (Hajič, 1998) and the
Potsdam Commentary Corpus (Stede and Mam-
prin, 2016). In our work, the term theme is dis-
tinguished from the notion of topic in information
structure, that is, ‘aboutness’ and ‘old/given en-
tity’. In information structure, the topic is deter-
mined mainly by its syntactic position in a sen-
tence and by the salience of its discourse in rela-
tion to the entities mentioned in the previous sen-
tence(s). In contrast, in our work theme is rather a
semantic frame that constitutes the thematic coher-
ence of a certain genre of text (here: holiday pic-
ture postcards). We use the term semantic frame
in the sense of Busse (2012, p. 563) who defines
the frame as a structure of knowledge, in which the
core of a frame is connected to the constituents of
knowledge. Depending on the context of a con-
crete situation, possible constituents vary. These
constituents define the conditions of the realisa-
tion of textual phrases. In the case of holiday pic-
ture postcards, the frame is to be on holiday. The
constituents of knowledge (i.e. slots) can be filled
with actual text (i.e. fillers) according to the con-
crete situation of writing a holiday postcard. For
instance, a slot can be weather in holiday post-
cards, whose possible filler is, for example, “hier
regnet es” (‘here, it is raining’) or “Am 1. Oktober
tragen wir kurze Hosen!” (‘We are wearing short
trousers on the first of October!’).

The primary goal of our linguistic research is

to find the core thematic structures (or slots) of
the holiday postcards and their development over
time. To this end, we have defined the cate-
gories of the super themes that potentially remain
consistent over time (cf. Hausendorf and Kessel-
heim (2008, p. 103)); Hausendorf (2008, p. 333);
Hausendorf (2009, p. 13)). Then, we extracted
over 1000 holiday postcards from the Ansicht-
skartenkorpus ([anko] ‘picture postcard corpus’
(Sugisaki et al., 2018)) and annotated them ac-
cording to this schema. In this workshop, we
show how we have identified and annotated our
thematic categories, and demonstrate various data-
driven supervised and unsupervised methods such
as topic models (Blei, 2013) and word embedding
(Mikolov et al., 2013) as well as corpus-linguistic
methods to automatically categorise sentences of
holiday postcards in the Ansichtskartenkorpus into
the thematic categories. We also discuss whether
these computational methods can be a viable
model for modelling semantic-thematic structures
in holiday postcards. By doing so, we compare
the automatic analysis with the manual analysis,
and discuss whether the computational methods
are compatible to human interpretation. We also
investigate into whether the automatic analysis is
able to identify previously undiscovered thematic
patterns.
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