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KiD 
De Jong et al 2017, A&A 604, A134

Survey overview

• Designed as weak lensing + photometric redshift survey 

• Excellent match to VST strengths! (+VISTA)
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• Accurate galaxy shapes 

• Good image quality 

• Well-controlled PSF 

• Wide field 

• Deep (median z~0.7) 

• Multi-band 

• u to Ks 

• spectroscopic calibration 



KiD Filters, depths

• median redshift ~ 0.6-0.7

 4

NO
 Va

ria
bili

ty!
!!



KiD Survey overview
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A&A 604, A134 (2017)
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Fig. 2. Data quality for KiDS-ESO-DR1 -DR2 and -DR3. Left: average PSF size (FWHM) distributions; centre: average PSF ellipticity distribu-
tions; right: limiting magnitude distributions (5� AB in 200 aperture). The distributions are per filter: from top to bottom u, g, r, and i, respectively.
The full histograms correspond to the 440 tiles included in the DR3 multi-band catalogue, while the lighter portions of the histograms correspond
to fraction (148 tiles) previously released in KiDS-ESO-DR1 and -DR2.

has not resulted in a significant detrimental e↵ect on the over-
all image quality of the new DR3 data, when compared to the
DR1 and DR2 data. Average ellipticities of stars over the FOV
(middle column of Fig. 2), here defined as 1 � b/a and mea-
sured by SExtractor (Bertin & Arnouts 1996), are always signif-
icantly smaller than 0.1. The depth of the survey is quantified
by a signal-to-noise (S/N) of 5� for point sources in 200 aper-
tures. Despite slightly poorer average seeing the g-band data are
marginally deeper than the r-band data. The large range of lim-
iting magnitudes in i-band reflects the variety in both seeing and
sky illumination conditions. The overall data quality of the DR3
release is very similar to the data quality of DR1 and DR2, as
described in de Jong et al. (2015) and Kuijken et al. (2015).

The most striking and serious issues with the KiDS data are
caused by stray light that scatters into the light path and onto the
focal plane (see de Jong et al. 2015, for some examples). Over
the course of 2014 and 2015, the VST ba✏es were significantly
redesigned and improved (see Table 4). As a result, many of the
stray light issues that a↵ect the VST data are now much reduced
or eliminated. Although a fraction of the DR3 observations were
obtained with improved telescope ba✏es, the majority of the i-
band data, which is most commonly a↵ected, was obtained with
the original configuration. Severely a↵ected images are flagged
in the tile and catalogue tables on the KiDS DR3 website, and
sources in a↵ected tiles are flagged in the multi-band catalogue
included in the ESO release.

2.2. Differences with DR1 and DR2

Data processing for KiDS-ESO-DR3 is based on a KiDS-
optimized version of the Astro-WISE optical pipeline de-
scribed in McFarland et al. (2013), combined with dedicated

masking and source extraction procedures. The pipeline and pro-
cedures used are largely identical to those used for DR2, and for
a detailed discussion we refer to de Jong et al. (2015). In the fol-
lowing sections only the di↵erences and additional procedures
are described in detail.

2.2.1. Pixel processing

Cross-talk correction. Data processed for DR3 were observed
between the 9th of August 2011 and the 4th of October 2015.
Since the electronic cross-talk between CCDs #95 and #96 is
stable for certain periods, these stable intervals had to be deter-
mined for the period following the last observations processed
for the earlier releases. The complete set of stable periods and
the corrections applied are listed in Table 5.
Flatfields and illumination correction. The stray light issues in
VST that were addressed with changes to the telescope ba✏es
in 2014 and 2015 do not only a↵ect the science data, but also
flatfields. Such additional light present in the flat field results
in non-uniform illumination and must be corrected by an “illu-
mination correction” step. Because the illumination of the fo-
cal plane changed for each ba✏e configuration (Table 4), new
flat fields and associated illumination corrections are required
for each configuration. Thus, whereas for DR1 and DR2 a sin-
gle set of masterflats was used for each filter, new masterflats
were created for each of the ba✏e configurations. The stability
of the intrinsic pixel sensitivities3 still allows a single set to be
used for each configuration. Our method to derive the illumi-
nation correction makes use of specific calibration observations
where the same standard stars are observed with all 32 CCDs
3 Constant to 0.2% or better for g, r and i (Verdoes Kleijn et al. 2013;
de Jong et al. 2015).
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Fig. 2. Data quality for KiDS-ESO-DR1 -DR2 and -DR3. Left: average PSF size (FWHM) distributions; centre: average PSF ellipticity distribu-
tions; right: limiting magnitude distributions (5� AB in 200 aperture). The distributions are per filter: from top to bottom u, g, r, and i, respectively.
The full histograms correspond to the 440 tiles included in the DR3 multi-band catalogue, while the lighter portions of the histograms correspond
to fraction (148 tiles) previously released in KiDS-ESO-DR1 and -DR2.

has not resulted in a significant detrimental e↵ect on the over-
all image quality of the new DR3 data, when compared to the
DR1 and DR2 data. Average ellipticities of stars over the FOV
(middle column of Fig. 2), here defined as 1 � b/a and mea-
sured by SExtractor (Bertin & Arnouts 1996), are always signif-
icantly smaller than 0.1. The depth of the survey is quantified
by a signal-to-noise (S/N) of 5� for point sources in 200 aper-
tures. Despite slightly poorer average seeing the g-band data are
marginally deeper than the r-band data. The large range of lim-
iting magnitudes in i-band reflects the variety in both seeing and
sky illumination conditions. The overall data quality of the DR3
release is very similar to the data quality of DR1 and DR2, as
described in de Jong et al. (2015) and Kuijken et al. (2015).

The most striking and serious issues with the KiDS data are
caused by stray light that scatters into the light path and onto the
focal plane (see de Jong et al. 2015, for some examples). Over
the course of 2014 and 2015, the VST ba✏es were significantly
redesigned and improved (see Table 4). As a result, many of the
stray light issues that a↵ect the VST data are now much reduced
or eliminated. Although a fraction of the DR3 observations were
obtained with improved telescope ba✏es, the majority of the i-
band data, which is most commonly a↵ected, was obtained with
the original configuration. Severely a↵ected images are flagged
in the tile and catalogue tables on the KiDS DR3 website, and
sources in a↵ected tiles are flagged in the multi-band catalogue
included in the ESO release.

2.2. Differences with DR1 and DR2

Data processing for KiDS-ESO-DR3 is based on a KiDS-
optimized version of the Astro-WISE optical pipeline de-
scribed in McFarland et al. (2013), combined with dedicated

masking and source extraction procedures. The pipeline and pro-
cedures used are largely identical to those used for DR2, and for
a detailed discussion we refer to de Jong et al. (2015). In the fol-
lowing sections only the di↵erences and additional procedures
are described in detail.

2.2.1. Pixel processing

Cross-talk correction. Data processed for DR3 were observed
between the 9th of August 2011 and the 4th of October 2015.
Since the electronic cross-talk between CCDs #95 and #96 is
stable for certain periods, these stable intervals had to be deter-
mined for the period following the last observations processed
for the earlier releases. The complete set of stable periods and
the corrections applied are listed in Table 5.
Flatfields and illumination correction. The stray light issues in
VST that were addressed with changes to the telescope ba✏es
in 2014 and 2015 do not only a↵ect the science data, but also
flatfields. Such additional light present in the flat field results
in non-uniform illumination and must be corrected by an “illu-
mination correction” step. Because the illumination of the fo-
cal plane changed for each ba✏e configuration (Table 4), new
flat fields and associated illumination corrections are required
for each configuration. Thus, whereas for DR1 and DR2 a sin-
gle set of masterflats was used for each filter, new masterflats
were created for each of the ba✏e configurations. The stability
of the intrinsic pixel sensitivities3 still allows a single set to be
used for each configuration. Our method to derive the illumi-
nation correction makes use of specific calibration observations
where the same standard stars are observed with all 32 CCDs
3 Constant to 0.2% or better for g, r and i (Verdoes Kleijn et al. 2013;
de Jong et al. 2015).
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KiD High fidelity imaging
• homogeneous PSF width, low anisotropy, constant plate scale, 

median seeing for lensing data 0.7”

• Advantage of custom-designed f/5.5 Cassegrain telescope over 
retrofitted Prime Focus camera!
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KiD Photometric calibration

• Combination of stellar locus regression (relative) and 
cross-match to Gaia G photometry (absolute)
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Table 6. Comparison of KiDS-North and SDSS DR13 stellar photometry.

Quantity Not homogenized Homogenized
GAaP 1000 ap. cor GAaP 1000 ap. cor

Mean � Mean � Mean � Mean �
uKiDS � uSDSS 0.004 0.074 0.053 0.075 �0.029 0.034 0.020 0.037
gKiDS � gSDSS �0.028 0.074 0.014 0.074 �0.011 0.023 0.031 0.028
rKiDS � rSDSS �0.025 0.030 0.013 0.029 �0.028 0.014 0.009 0.017
iKiDS � iSDSS �0.041 0.057 0.011 0.055 �0.020 0.017 0.032 0.028
(u � g)KiDS � (u � g)SDSS 0.032 0.112 0.039 0.114 �0.018 0.038 �0.011 0.042
(g � r)KiDS � (g � r)SDSS �0.003 0.078 0.002 0.077 0.017 0.015 0.022 0.028
(r � i)KiDS � (r � i)SDSS 0.016 0.065 0.002 0.063 �0.009 0.010 �0.023 0.028

Fig. 6. Comparison of KiDS r-band GAaP photometry to Gaia DR1 G-
band and SDSS DR9 r-band photometry. Stars with dereddened g � i

colours, based on colour-calibrated KiDS GAaP data (x-axis), between
0.2 and 1.5 are selected to iteratively derive the median photometric
o↵sets (r�G)0 (left sequence) and (r�rSDSS) (right sequence). The latter
sequence of data points is shifted by 1.6 mag in (g � i)0 for clarity. The
red and green outlines show the regions encompassing the data points
used in the final iteration of each fit.

photometric o↵set in r-band, but unfortunately was selected as a
photometric anchor according to the criteria listed in Sect. 2.5.
As a result this o↵set persists after the homogenization, and also
has a detrimental e↵ect on a neighbouring tile. This is reflected
in the standard deviation of the o↵sets in KiDS-South, which
is not significantly improved by the homogenization. From this
analysis, the average o↵set between KiDS r-band and SDSS r-
band is shown to be approximately �0.015, which can be largely
attributed to the colour term in rKiDS�rSDSS that is apparent from
the tilt in the sequence of red points in Fig. 6.

The comparison with the Gaia DR1 G-band photometry
shows the tremendous value of this all-sky, stable photometric
catalogue for the validation, and possibly calibration, of ground-
based surveys such as KiDS. Since KiDS-ESO-DR3 was re-
leased before these data became available, they are only used
as a validation for the photometric calibration. However, in case
of the shear catalogue described in Sect. 3.2 we provide per-
tile photometric o↵sets in the catalogue itself that allow the
photometry to be homogenized based on the comparison with
Gaia G data. We are currently studying the possibilities for us-
ing Gaia data to further improve the photometric calibration
of the KiDS photometry for future data releases. Although the
Gaia DR1 catalogue still contains areas that are too sparse to

Table 7. Comparison of r-band GAaP and Gaia DR1 photometry.

Field Not homogenized Homogenized
r �G r � rSDSS � r �G r � rSDSS �

KiDS-N 0.036 �0.013 0.030 0.032 �0.017 0.014
KiDS-S 0.029 �0.020 0.035 0.025 �0.024 0.034
Total 0.033 �0.016 0.032 0.030 �0.019 0.023

use for our astrometric calibration, we anticipate moving from
2MASS (Skrutskie et al. 2006) to Gaia as astrometric reference
catalogue once Gaia DR2 becomes available.

3. Weak lensing shear data

For the weak gravitational analyses of KiDS accurate shear es-
timates of small and faint galaxy images are measured from
the r-band data. This imposes especially strict requirements on
the quality of the astrometric calibration (Miller et al. 2013).
Furthermore, because weak lensing measurements are intrinsi-
cally noise-dominated and rely on ensemble averaging, small
systematic shape residuals can significantly a↵ect the final re-
sults. For this reason, shears are measured based on a joint
fit to single exposures rather than on image stacks, avoiding
any systematics introduced by re-sampling and stacking of the
image pixels. Therefore, a dedicated pipeline that has already
been successfully used for weak lensing analyses in previous
major Wide-Field-Imaging surveys (e.g. Heymans et al. 2012;
Erben et al. 2013; Hildebrandt et al. 2016) is employed to obtain
optimal shape measurements from the r-band data. This dedi-
cated pipeline makes use of THELI (Erben et al. 2005; Schirmer
2013) and the lensfit shear measurement code (Miller et al. 2013;
Fenech Conti et al. 2017). In the following subsections, the ad-
ditional pixel processing and the creation of the weak lensing
shear catalogue are reviewed.

3.1. Image data for weak lensing

The additional r-band data reduction was done with the THELI
pipeline (Erben et al. 2005; Schirmer 2013). A detailed descrip-
tion of our prescription to process OmegaCAM data and a care-
ful evaluation of the data quality will be provided in a forthcom-
ing publication (Erben et al., in prep.). We therefore only give a
very short description of essential processing steps:

1. The initial data set for the THELI processing is identical to
that of DR3 and consists of all r-band data observed between
the 9th of August 2011 and the 4th of October 2015. The raw
data is retrieved from the ESO archive8.

8 See http://archive.eso.org
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KiD DR3 or  “KiDS-450”
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Three on-going weak lensing surveys
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DES KiDS HSC

total area 5000 1500 1400

telescope 4m CTIO 2.6m VST (opt) 
3.9m VISTA (IR) 8m SUBARU

image quality 0.9” 0.7” <0.7”

 inverse shear 
var arcmin-2 65-90 105 >200

bands grizy ugriZYJHK grizy

mean z 0.7 0.77 ~0.9

results so far 2000 deg2 450 deg2 130 deg2

O(500) nights each!



KiD KiDS data rate
• Efficient operations since mid-2015 (250 sqdeg/yr) 

• Complete early 2019  

• 2nd pass in i band underway 

• Survey limited to 1350 sq.deg. VIKING footprint, + spec-z fields
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250 OBs / yr



KiD and friends, old and new

• 2df redshift survey defined footprint 

• GAMA included in KiDS and was prioritised 

• generated massive multi wavelength campaign 

• VIKING provides ZYJHKs imaging 

• WAVES will target KiDS footprint with 4MOST 

• Exploit overlaps with Planck, ACT, WISE, eROSITA, … 

• Test survey for Euclid external data system
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KiD 
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Testing the Standard Model……

……using growth of large-scale structure
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KiD Precision

• ESA
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ESA/Planck collaboration



KiD Lemaître parameters
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(as measured by Planck collaboration)



KiD Calculating forward

 15



KiD 
Kuijken et al 2015, MNRAS 454, 3500

Weak gravitational lensing
• Light rays are deflected by gravitational fields 

• tangential distortion around mass concentrations 

• Map out distribution of matter in front of survey galaxies 

• Add 3rd dimension through tomography
 16



KiD 
Viola et al 2015, MNRAS 452, 3529

GAMA Galaxy group halo masses

• Use weak lensing effect to measure halos of galaxies, 
clusters and groups on Mpc scale!

• Needs a good catalogue of lenses (stack!)

 17

KiDS+GAMA: properties of galaxy groups 3539

Figure 7. Stacked ESD profile measured around the groups BCG of the six group luminosity bins as a function of distance from the group centre. The group
r-band luminosity increases from left to right and from top to bottom. The stacking of the signal has been done using only groups with Nfof ≥ 5. The error bars
on the stacked signal are computed as detailed in Section 3.4 and we use dashed bars in the case of negative values of the ESD. The orange and yellow bands
represent the 68 and 95 percentile of the model around the median, while the red line shows the best-fitting model.

Throughout the paper, unless stated otherwise, we use the BCG as
the definition of the centre, as it is a common choice in the literature.
We investigate the effect of using the other two definitions of the
group centre in Section 5.1.4 and in Appendix A.

Fig. 7 shows the stacked ESD profiles (green points with error
bars) for the six bins in total r-band luminosity. Note that the error
bars are the square root of the diagonal elements of the full covari-
ance matrix, and we use dashed bars in the case of negative values
of the ESD. The ESD profiles have high signal to noise through-
out the range in total luminosity and in spatial scales. Red lines
indicate the best-fitting model, whereas orange and yellow bands
indicate the 68 and 95 per cent confidence interval. The model de-
scribes the data well with a reduced χ2

red = 1.10, 49 d.o.f, over
the full scale range, for all the luminosity bins. This justifies our
assumption that the ESD profile can be accurately modelled as a
weighted stack of mis-centred NFW density profiles with a contri-
bution from a point mass at the centre.

The main results of this analysis can be summarized as follows
(68 per cent confidence limits quoted throughout).

(i) For each r-band luminosity bin, we derive the probability
that a group with that luminosity resides in a halo of mass M (see
equation 22). We show the median of the probability distribution
for the six bins in Fig. 8. We constrain the scatter in the mass
at a fixed total r-band luminosity to be σlogM̃ = 0.74+0.09

−0.16. This
sets the width of the lognormal distribution describing the halo
occupation statistics. We remind the reader that σlogM̃ is the width
of the distribution in halo masses at given total luminosity of the
groups and it is not the scatter in luminosity (or stellar mass) at a
fixed halo mass that is often quoted in the literature and that one
would expect to be considerably smaller (e.g. Cacciato et al. 2009;
Yang, Mo & van den Bosch 2009; More et al. 2011; Leauthaud et al.
2012a). This hampers the possibility of a one-to-one comparison
with most studies in the literature. However, we note that van den
Bosch et al. (2007) and More et al. (2011) reported values of the

Figure 8. Probability that a group with a given r-band luminosity resides
in a halo of mass M. The red lines show the median distribution, while the
orange and the yellow contours show the 68 and 95 percentile around the
median.

MNRAS 452, 3529–3550 (2015)
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KiDS+GAMA: properties of galaxy groups 3543

Figure 13. Left panel: halo mass as a function of the total group r-band luminosity. The solid black points show the halo masses derived in this work from a
halo model fit to the stacked ESD profile of groups with at least five members brighter than the GAMA magnitude limit. The vertical error bars indicate the
1σ uncertainty on the average halo mass after marginalizing over the other halo model parameters, while the horizontal error bars indicate the 16th and 84th
percentile of the luminosity distribution in each bin. The red line shows the best-fitting power-law to the data points, while our estimate of the 1σ dispersion
around this relation is shown as the orange area (see text). The open black circles show the halo masses derived from a lensing analysis of GAMA groups using
SDSS galaxies as background sources (Han et al. 2015). Right panel: derived mass-to-light ratio as a function of the group total luminosity from this work
(black points), from the GAMA+SDSS analysis (open black circles), from the analysis of the CNOC2 group sample (Parker et al. 2005) (magenta diamonds)
and from a lensing analysis of 130 000 groups from the MaxBCG catalogue using SDSS imaging (Sheldon et al. 2009, (green crosses)). In blue, we show the
median relation derived using the 2PIGG catalogue (Eke et al. 2004). The red lines and the orange area correspond to those of the left-hand panel.

In summary, our results highlight the importance of a proper
model for the mis-centring in the analysis of the ESD signal from
groups or clusters of galaxies. Neglecting it could lead to biases
in the derived parameters, particularly the normalization of the
concentration–mass relation.

6 SC A L I N G R E L AT I O N S

In the last section of this paper, we investigate the correlations be-
tween the halo masses derived using weak gravitational lensing and
optical properties of galaxy groups measured from SDSS images
and the GAMA catalogue (R+11). There are two main reasons to
study these scaling relations: (i) to understand which physical pro-
cesses take place inside galaxy groups and their impact on galaxy
formation; (ii) to constrain a mean relation, as well as the scatter,
between some observable property of the groups and their halo mass
for use in cosmological analyses that rely on the halo mass function.

6.1 The relation between halo mass and group
r-band luminosity

We first investigate the scaling relation between the total halo mass
and the total r-band luminosity of the groups. As described in the
previous section, we bin the groups according to their total r-band
luminosity (see Table 2), fit a halo model to the stacked ESDs, and
record the halo mass posteriors for each bin. We show the results,
halo mass a function of group luminosity, in the left-hand panel of
Fig. 13.

We fit a power-law relation between the halo mass and the total
r-band luminosity of the group:

M200

1014h−1 M⊙
= (0.95 ± 0.14)

⎛

⎝ L grp

1011.5 h−2 L⊙

⎞

⎠
(1.16±0.13)

. (37)

The linear regression is performed in the log-basis, since the errors
on the masses are lognormal distributed, by minimizing the offset of
the mass measurements from the power-law relation. We explicitly
account for the correlation between halo masses (see Section 5).
The red line in Fig. 13 shows the best-fitting relation. Our estimate
of the 1σ dispersion around this relation is shown as the orange
band and is derived from the joint posterior distributions for the
halo masses from five independent MCMCs. We jointly extract 105

random values of the masses in each of the six r-band luminosity
bins (in order to preserve the correlation between the masses), and
we fit a linear relation to each log-mass vector as a function of the
logarithm of the r-band luminosity. Finally, we compute the 16th
and 84th percentiles of the best-fitting models in the different r-
band luminosity bins. The average logarithmic scatter in halo mass
at fixed r-band luminosity is σlog ⟨M200⟩ = 0.17

In the left-hand panel of Fig. 13, we also compare our results to a
previous weak lensing analysis of the same group catalogue (open
black points) that used SDSS galaxies as background sources (Han
et al. 2015). That analysis included all groups with Nfof ≥ 3 and
fitted a single maximum likelihood mass to all the galaxies within
a number of r-band luminosity bins. The agreement between the
two analyses is remarkable given the different quality of data and

MNRAS 452, 3529–3550 (2015)

 at Leiden U
niversity on M

ay 7, 2016
http://m

nras.oxfordjournals.org/
D

ow
nloaded from

 



KiD 
Brouwer et al 2018, submitted

Troughs/ridges in large-scale structure

• density profile of voids is ‘clean’ probe of gravity (little 
baryons), but hard to measure with weak lensing 

• Trough = 2D under density of galaxies along line of sight 
(Grün et al 2016). Easier to measure! 

• Weak lensing ‘density split statistics’: split sky by average 
projected galaxy density in circular apertures and 
measure mass with lensing

 18
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Brouwer et al 2018, submitted

Troughs/ridges in a GAMA patch

• Construct density-defining population, e.g. a simple 
magnitude limit r<20
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Figure 2. This sky map of the G09 equatorial field shows the spatial distribution of di↵erent trough and ridge samples with aperture
radius ✓A = 5 arcmin, defined using the GL-KiDS galaxies. The coloured dots represent the centers of troughs (P < 0.2, light blue)
and ridges (P > 0.8, orange) selected using the fiducial G16 definition, as well as a set of lower-density troughs (P < 0.05, dark blue)
and higher-density ridges (P > 0.95, red). These ‘deeper’ troughs (and ‘higher’ ridges) tend to reside at the centers of ‘shallower’ ones,
resulting in a more clustered distribution.

which would result in a contamination of the lensing signal
by sources that are not lensed (‘boost factor’) and/or by
sources that are intrinsically aligned with the troughs. How-
ever, even without a redshift cut 80% of the KiDS source
galaxies have a best-fit photometric redshift zB above the
mean redshift (zG = 0.24) of our GAMA sample. Also, the
intrinsic alignment e↵ect has proven to be very small and
di�cult to detect, and primarily plays a role in very high-
density regions on small (. 1 h

�1
70 Mpc) scales. On the large

scales probed by the troughs, the contamination of the lens-
ing signal from intrinsic alignment is expected to be at most
a few percent (Heymans et al. 2006; Blazek et al. 2012).
Regarding the boost factor, this e↵ect is also reproduced in
the results obtained from the mock catalogues to which we
compare our observations.

The ellipticities of the source galaxies are measured us-
ing the self-calibrating lensfit pipeline (Miller et al. 2007,
2013; Fenech Conti et al. 2017). For each galaxy this model
fitting method also produces the lensfit weight w, which is
a measure of the precision of the shear estimate it provides.
We incorporate the lensfit weight of each source into the
average tangential shear in each angular bin as follows:

� =
1

1 + µ

P
ls ws ✏t,lsP

ls ws
. (2)

Here the sum goes over each lens l in the lens sample (e.g. all
apertures with a specified size and galaxy number density)
and over each source s inside the considered bin in angular
separation from the centre of the lens. The factor 1 + µ is
used to correct for ‘multiplicative bias’. Based on extensive
image simulations Fenech Conti et al. (2017) showed that,
on average, shears are biased at the 1 � 2% level, and how
this can be corrected using a multiplicative bias correction m

for every ellipticity measurement. Following Dvornik et al.
(2017), the value of µ is calculated from the m-corrections in
8 redshift bins (with a width of 0.1) between 0.1 < zB < 0.9.
The average correction in each bin is defined as follows:

µ =

P
s wsmsP
ls ws

. (3)

Figure 3. The random shear profile �0 (including 1� analytical
covariance errors) as a function of angular separation ✓, which
results from stacking all ✓A = 5 arcmin apertures with an area
> 80% complete. Using the GAMA area and mask, the system-
atic e↵ects are consistent with zero up to ✓ = 70 arcmin, while
the KiDS random signal already starts to deviate from zero at
✓ ⇡ 20 arcmin as a result of the patchy survey coverage of KiDS
outside the GAMA overlap. Only the range within the dotted
vertical lines is used to study the trough lensing profiles in this
work.

The required correction is small (µ ⇡ 0.014) independent of
angular separation, and reduces the residual multiplicative
bias to . 1%. The errors on our shear measurement are
estimated by the square-root of the diagonal of the analytical
covariance matrix (see Sect. 3.3). The analytical covariance
is based on the contribution of each individual source to the
lensing signal, and takes into account the covariance between
sources that contribute to the shear profile of multiple lenses.
Its calculation is described in Sect. 3.4 of Viola et al. (2015).
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Brouwer et al 2018, submitted

Weak lensing by troughs/ridges
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Figure 7. Each panel shows the GL-KiDS (black dots with 1� errors), MICE (blue line) and SLICS (green line) shear profiles �t(✓),
resulting from apertures of angular radius ✓A = 5 arcmin. The shear profile of these apertures is stacked in 20 bins of increasing density
percentile rank P (~x, ✓A = 5 arcmin). For underdense apertures (troughs) the amplitude A of the lensing signal becomes negative outside
the trough radius, while for overdense apertures (ridges) A becomes positive. A simple power law fit: A/

p
✓ (red line), within the fitting

range (dotted vertical lines) is used to obtain A as a function of P .

fiducial trough/ridge profiles are slightly higher than those
of the KiDS-selected troughs. Nevertheless, within the 1�

analytical covariance errors both profiles agree with the pre-
dictions from the MICE-GC simulation. However, when we
use the GL-KiDS galaxies to select troughs but restrict the
used area to the GAMA equatorial fields, we find that the
KiDS trough profiles have the same amplitude as those from
GAMA. This suggests that, like the systematic e↵ects mea-
sured by the randoms, the shallower trough lensing profile is
caused by the patchy survey coverage of the non-equatorial
KiDS fields. This reduces the completeness of the circles,
which diminishes the accuracy of the density measurements
and results in slightly shallower shear profiles.

The dotted vertical lines in Fig. 6 indicate the angular
separation range: 1.2 ✓A < ✓ < 70 arcmin, that we consider

in our analysis. Our reasons for selecting this range are: 1)
inside ✓A the lensing is not sensitive to the full trough mass
(where we leave a 20% bu↵er outside the trough edge), and
2) the random signal �0 in Fig. 3 shows that at ✓ > 70 arcmin
our measurement is sensitive to systematic e↵ects (see Sect.
3.2). Within this range we observe that the fiducial trough
and ridge shear signals are well-described by a power law. We
can therefore fit a relation �t(✓) = A ✓

↵ within the specified
angular range, to obtain the best-fit amplitude A and index
↵ of the lensing signal. Because we are mainly interested in
the amplitude, we fix the value of ↵ with the help of the
MICE-GC simulations. By fitting the power law (with both
A and ↵ as free parameters) to all 16 fiducial MICE lensing
signals, we find a mean best-fit index value ↵ of �0.45 for the
fiducial troughs and �0.55 for ridges. We therefore choose to
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Figure 13. The amplitude A0 of the comoving ESD profiles as a function of the density percentile rank P (left) and overdensity � (right),
for troughs and ridges with comoving radius RA = 1.9 h�1

70 Mpc, selected at two di↵erent redshifts. The observed amplitudes from KiDS
(dots with 1� errors) are in reasonable agreement with those from 16 independent patches of the MICE mocks (solid lines). For the
ridges (� > 0) in the MICE mocks, the amplitude is slightly higher at low redshifts. This e↵ect, however, is not found in the observations,
where we find no significant physical di↵erence between the observed amplitudes at low and high redshifts.

tering of mass increases the height of ridges (and the depth
of troughs) at later cosmic times. The di↵erence between
the mock redshift samples, however, is not significant com-
pared to the large sample variance, indicated by the wide
spread in the amplitudes from the 16 MICE patches. More-
over, the trend is not reflected in the amplitudes measured
using KiDS, where in fact we see a hint of the opposite ef-
fect. We verify that this is in agreement with the results
based on GAMA galaxies. This e↵ect is likely not physi-
cal, and within the error bars the data is consistent with
a null-measurement. Based on this result, we conclude that
we find no significant di↵erence between the observed trough
and ridge amplitudes at di↵erent redshifts, and that more
accurate data at higher redshifts will be required to observe
trough/ridge evolution.

5.4 Predictions for higher redshifts

The physical interpretation of the MICE mock results in
Fig. 13 would be that the total density of ridges increases
with cosmic time. This is expected, since overdensities in the
cosmic structure cluster over cosmic time, forming higher
ridges. Since this mass is accreted from more underdense
regions, these are expected to form deeper troughs. As we
showed in Sect. 5.2, current data are unable to resolve this
e↵ect over the redshift range 0.1 < z < 0.3. In order to ob-
tain a more solid interpretation of our results, we study the
predictions from both the MICE-GC and SLICS mocks at
higher redshifts. Our goal is to predict whether the redshift
evolution of troughs would be measurable using future high-
redshift lensing surveys such as Euclid (Laureijs et al. 2011)
and LSST (Dark Energy Science Collaboration 2012). In
particular, the 349 realisations of the SLICS simulation allow
us to estimate the uncertainties on the redshift-dependent
trough/ridge amplitudes obtained using such a survey.

To define our mock galaxy sample we use the same ab-

solute magnitude limit: Mr < �21 mag, but abandon the
cut in apparent magnitude such that the sample is complete
at every redshift. Using these MICE and SLICS samples
we perform the same redshift-dependent trough selection
as described in Sect. 5.1. But instead of splitting galaxies
into two redshift bins between 0.1 < z < 0.3, we split the
SLICS galaxies into four bins between 0.1 < z < 0.5 and
the MICE galaxies into five bins between 0.1 < z < 0.6.
These redshift slices of equal comoving length have the fol-
lowing redshift limits: zmid = {0.1, 0.192, 0.289, 0.391, 0.5}
for SLICS and {0.1, 0.191, 0.286, 0.385, 0.489, 0.6} for MICE.
As in Sect. 5.1 we wish to select the opening angles ✓A

corresponding to these redshifts, such that the comoving
radii of the apertures are the same and none of the an-
gles is smaller than 5 arcmin. The chosen opening angles
for the SLICS mocks, ✓A = {15.0, 9.554, 7.283, 5.770}, cor-
respond to the same transverse comoving separation RA =
2.775 h

�1
70 Mpc at the mean GAMA galaxy distance in each

redshift bin (calculated using the SLICS cosmological pa-
rameters, see Sect. 2.5). For MICE, which extends to slightly
higher redshifts, we choose larger opening angles: ✓A =
{20.0, 12.85, 9.45, 7.44, 6.14}, which all correspond to comov-
ing separation RA = 3.712 h

�1
70 Mpc at the respective mean

MICE galaxy distances.

We perform the same measurement of the comoving
ESD profiles in the di↵erent redshift bins, and fit Eq. 7 to
the results. In the left panel of Fig. 14 we show the best-fit
comoving amplitude A

0 as a function of P for the SLICS
troughs/ridges in five redshift bins. The (tiny) error bars
are estimated using the SLICS covariance matrix, this time
multiplied by the area factor fEuclid = 100

15 000 in order to em-
ulate the 15 000 deg2 area that the Euclid satellite aims to
observe. It is clear that the di↵erence that was barely visi-
ble in Fig. 13 has become a significant trend: as the redshift
increases to z = 0.5, the absolute amplitudes decrease. In
order to predict the significance of such a future observa-
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Define troughs with photo-z

Measurements out to 1 deg radius!



KiD 

Köhlinger et al 2017, MNRAS 471, 4412

Joudaki et al 2017, MNRAS 471, 1259

Hildebrandt et al 2017, MNRAS 465, 1454
Cosmic shear

• 2-point correlation function of galaxy ellipticities, in/
between bins of photometric redshifts 

• Independent of where the galaxies are — direct 
measurement of ‘roughness’ of gravitational potential in 
front of the survey galaxies (given by power spectrum) 

• Calibrate the photometric redshifts via comparison to 
spectroscopic catalogues 

• Sensitive to a amount of clustered matter
 21



KiD Cosmic shear ‘banana’

• Measure amount of clustered matter 

• Constraints beyond S8≡σ8 Ωm1/2 are sensitive to priors 

• Results are in tension with Planck
 22

CFHTLenS revisited 11

0.0 0.4 0.8 1.2 1.6 2.0

�m

0.2

0.4

0.6

0.8

1.0

1.2

�
8

Priors I

Priors II

Priors III

Priors IV

Planck

0.0 0.4 0.8 1.2 1.6 2.0

�m

0.30

0.35

0.40

0.45

0.50

�
8
�

0.
5

m

Priors I

Priors II

Priors III

Priors IV

Planck

Figure 6. Marginalized posterior contours in the �8 � ⌦m plane (inner 68% CL, outer 95% CL) from the updated CFHTLenS cosmic shear tomography
measurements with different choices of cosmological priors (purple, grey, green, blue, for Cases I, II, III, IV), defined in Table 1. The Planck contour is
included for comparison in red (where our Planck dataset is defined in Section 2.2). Right: Same as the left panel, except now showing contours in ⌦m against
�8⌦0.5

m , orthogonal to the �8 � ⌦m degeneracy direction.

surements. As for the statistical goodness of the lensing fits, we
find �

2

red = 1.51 for the new measurements, as compared to
�
2

red = 1.19 for the old measurements.

The reduction in the ‘goodness of fit’ between the two anal-
yses derives from two changes in the analysis. The first change is
the use of a new suite of N-body simulations to determine the co-
variance matrix. In Heymans et al. (2013), the field-of-view of the
184 simulations used was only 12.84 deg2. In order to gain enough
mock realizations to accurately invert the covariance matrix, they
split the simulations into 3 ⇥ 3 sub-realizations such that each
sub-realization was close in size to the ⇡ 53 arcmins maximum
scale measured for the lensing statistics. Pairs on those scales were
therefore ‘missing’ due to edge effects and as a result the error on
large scales was overestimated. In our analysis, the field-of-view of
the 497 simulations used is 60 deg2 and we can therefore measure
the large-scale simulated covariance accurately. As the CFHTLenS
data is a poorer fit to the model on large scales, the reduction in
errors on large scales results in an increased �

2

red.

While our new covariance analysis is certainly an improve-
ment on Heymans et al. (2013), it also does not include super-
sample variance terms (Takada & Hu 2013). These super-sampling
variance errors contribute to all angular scales and are missing from
our calculation as very large-scale modes in the density field are not
simulated in the finite box of the N-body simulations. However,
from the good agreement between the jackknife and simulated er-
rors in Fig. 4, we can conclude that these super-sample terms are
not significant on small scales where the majority of the cosmo-
logical information is accessed. On large scales, including super-
sample terms is likely to improve the goodness of fit of the data, an
analysis that we will pursue in future work.

The second change in our analysis is the use of angular scales
larger than the 50 arcmin limit of Heymans et al. (2013), introduced
owing to the limitation of their simulations. Asgari & Schneider
(2015) have recently presented an optimal E/B mode decomposi-
tion analysis of CFHTLenS using the COSEBIs statistic (Schnei-
der, Eifler & Krause 2010; Asgari & Schneider 2015). This analy-
sis reveals significant B-modes on large angular scales (✓ > 40 ar-
cmins) that do not derive from gravitational lensing, which exhibits

Figure 7. Marginalized posterior contour in the �8 � ⌦m plane (inner
68% CL, outer 95% CL) from the updated CFHTLenS cosmic shear tomog-
raphy measurements (CFHTLenS-J16; in purple), with fiducial cosmolog-
ical priors listed in Table 2. For comparison, including the corresponding
contour using the Heymans et al. (2013) measurements with our fiducial
cosmological priors (CFHTLenS-H13; in blue) and the cosmic microwave
background measurements from Planck (in grey).

a pure E-mode signal. These B-modes are further enhanced when
the data is analyzed in tomographic bins.

Asgari & Schneider (2015) also present a compressed-
COSEBIs analysis, where the COSEBIs are optimally combined to
extract cosmological information. In this compressed analysis the
recovered B-modes are consistent with zero. If we assume that the
systematics that introduce B-modes into the data contribute equally
to the E- and B-modes, we can conclude that these systematics will
impact on the goodness of fit of the E-mode, particularly on large
scales where the B-modes are found to be at their strongest. How-
ever, as the compressed cosmological parameter analysis results in
a zero B-mode, these B-modes are not degenerate with cosmolog-
ical parameters and are therefore fairly benign in the cosmological
analysis that follows, particularly when we allow for uncertainty in
the three astrophysical sources of systematics that we focus on in

c� 2016 RAS, MNRAS 000, 000–000

CFHTLenS re-analysis (Joudaki et al 2016)



KiD Tomographic correlation functions

• Data vector and covariance matrix (incl. cosmic variance) 

• compare analytical model and mock survey covariance
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KiD Photometric redshift bins

• Group galaxies by maximum-likelihood redshift 

• Calibrate ensemble distributions and use those in the 
modelling

 24

KiDS: cosmological parameters 1461

Figure 2. Comparison of the normalized redshift distributions for the four tomographic bins as estimated from the weighted direct calibration (DIR, blue with
errors), the calibration with cross-correlations (CC, red with errors), the recalibrated stacked Precal(z) (BOR, purple with errors that are barely visible), and the
original stacked P(z) from BPZ (green). The grey-shaded regions indicate the target redshift range selected by cuts on the Bayesian photo-z zB. Errors shown
here do not include the effects of sample variance in the spec-z calibration sample.

Ménard et al. (2013) and Schmidt et al. (2013) advocate exploit-
ing the much higher S/N available on smaller non-linear scales,
even though this comes at the cost of more complicated galaxy
bias modelling. Additionally, they describe how preselection of the
photometric sample by photometric quantities can narrow down the
underlying redshift distribution and make the technique less sus-
ceptible to the galaxy bias correction (see also Rahman et al. 2016).

A description of the full details and tests of our implementation
of this calibration method can be found in Appendix C3.2. We
summarize the steps here.

All correlation functions are estimated over a fixed range of
proper separation of 30–300 kpc. The conversion of angular to
proper scales requires a cosmological model. Here we assume a
WMAP5 cosmology (Komatsu et al. 2009), noting that the redshift
recovery is insensitive to this choice and therefore does not bias the
constraints given in Section 6. The autocorrelation functions of the
spec-z samples are estimated with a coarse redshift binning to allow
for reliable power-law fits with small errors. We assume a linear
relation between redshift and the power-law parameters r0 and γ

and fit it to the results of all the redshift bins with 0 < zspec < 1.2.
For zspec > 1.2, we fit a constant r0 and γ .

The cross-correlation functions are estimated with a finer binning
in spec-z in order to obtain redshift distributions for the tomographic
bins with a high resolution. The raw cross-correlations are corrected
for evolving galaxy bias with the recipe by Newman (2008) and

Matthews & Newman (2010). We estimate statistical uncertainties
from a bootstrap resampling of the spectroscopic training set (1000
bootstrap samples). The whole recalibration procedure, including
correlation function estimates and bias correction, is run for each
bootstrap sample.

Note that the cross-correlation function can attain negative val-
ues that would lead to unphysical negative amplitudes in the n(z).
Nevertheless, it is important to allow for these negative values in the
estimation of the cross-correlation functions so as not to introduce
any bias. Such negative amplitudes can, for example, be caused
by local overdensities or underdensities in the spec-z catalogue, as
explained by Rahman et al. (2015). Only after the full redshift re-
covery process do we rebin the distributions with a coarser redshift
resolution to attain positive values for n(z) throughout.

The redshift distributions from this method, based on the combi-
nation of the DEEP2 and zCOSMOS results, are displayed in Fig. 2
(red line with confidence regions). Note that the uncertainties on the
redshift distributions from the cross-correlation technique are larger
than the uncertainties on the weighted direct calibration, owing to
the relatively small area of sky covered by the spec-z catalogues.
As will be shown in Section 6, propagating the n(z) and associated
errors from the CC method into the cosmological analysis yields
cosmological parameters that are consistent with the ones that are
obtained when using the DIR redshift distributions, despite some
differences in the details of the redshift distributions.

MNRAS 465, 1454–1498 (2017)
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KiD KiDS-450: Result

• S8 constraint very similar to CFHTLenS, pre-planck CMB 

• Tension with Planck — 2.7σKiDS in S8    (2.3σ discrepancy)
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KiD 

• Reanalysis by DES team: 

• Improved covariance estimate 'releaves KiDS tension’ 
with Planck slightly 

• DES result very consistent with KiDS now!
 26

Survey geometry and the internal consistency of recent cosmic shear measurements L5
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Figure 2. Left panels: The impact of data vector and covariance corrections on the KiDS-450 cosmic shear results in the H17 analysis configuration. ’✓ corr.’
refers to the update of the ✓ values for the data vector that appropriately averages the mean pair separation noted in Footnote 1 of Joudaki et al. (2018). ’✓+Cov
corr.’ refers to additionally including the covariance corrections discussed in Sec. 3 – updating the CovSN and �m components. The CovSN update alone has
relatively little impact on the cosmological constraints compared to the �m change. Right panels: A comparison of the final cosmic shear results from the
KiDS-450 and the DES Y1 data in the T17 analysis configuration. In both panels, we include constraints from the CMB (Planck) for comparison, analysed
separately in the two analysis configurations, and show the marginalised S8 constraints on each side. Note that, among other differences described in the text,
the neutrino mass density is fixed in the left panels (H17) and marginalized over in the right panels (T17), which causes the Planck contours in particular to
differ. The cosmic shear results of the DES and KiDS analyses are strongly consistent, though the complete overlap found here is likely coincidental and not
necessarily expected statistically. The 2-D 68% CL of both overlap with those of the CMB in the right panels (and nearly so in the left panels).

We compare the final parameter constraints from KiDS-450
and DES Y1 in the right panels of Fig 2, finding complete over-
lap of the KiDS-450 and DES Y1 cosmic shear contours in S8
and ⌦m, with constraints of S8 = 0.782+0.027

�0.027 for DES Y1 and
S8 = 0.772+0.037

�0.031 for KiDS-450 in the T17 analysis configuration.
Beyond the primary cosmological parameters, it is also important
to recognise (as recently highlighted in Efstathiou & Lemos (2018))
the impact that the major astrophysical systematic in cosmic shear,
the intrinsic alignment of galaxies (IA) (see Joachimi et al. 2015;
Troxel & Ishak 2015, and references therein), can have on the in-
terpretation of cosmological results. One diagnostic of potential
residual systematics is an inconsistent model fit for the IA signal,
up to a potential difference in the effective amplitude due to the
use of different shape measurement methods. We also find excel-
lent agreement here, with an amplitude for the intrinsic alignment
model of AIA = 1.0+0.4

�0.7 (DES Y1) and AIA = 0.9+0.9
�0.6 (KiDS-450)

in the T17 analysis configuration, marginalising over a free red-
shift power-law evolution which is also strongly consistent. This is
a powerful demonstration of consistency between the cosmic shear
analyses of these two surveys, which lends credence to the robust-
ness of constraints shown here from cosmic shear.

5 CONCLUSIONS & OUTLOOK

We have demonstrated that using an exact measurement (e.g., the
actual Np(✓)) of the shape noise component of analytic cosmic
shear covariance matrix estimates is critical for ongoing and future
analyses where the survey footprint is non-compact or disjoint. In
the case of KiDS-450, we have demonstrated that this correction
increases the shape noise term in the covariance by up to a factor of
3.5 on the largest scales. This shape noise correction is sufficient to

completely resolve the large best-fit reduced �2 for ⇤CDM from
the original analysis of H17, and the first pre-print version of T17.
With these updates, there is no longer any evidence for a lack of
internal model consistency in this basic test for these cosmic shear
analyses. The increase in covariance could also relieve tension in
other internal consistency tests, such as the ones performed in Efs-
tathiou & Lemos (2018), although we have not studied this.

We find that two additional updates in (1) the addition of �m
to the covariance matrix described in Sec. 3.2 and (2) the determi-
nation of the effective angular values for the data vector both shift
the inferred S8 from KiDS-450 to slightly larger values. This im-
proves the mutual consistency in cosmological constraints between
the KiDS-450 and DES Y1 cosmic shear data sets found in T17,
while also bringing the KiDS-450 and Planck results into better
agreement in the S8–⌦m plane. These results are an important step
forward in the mutual validation of cosmic shear results. A more
complete comparison of the DES and KiDS weak lensing results
and a full investigation of the impact of survey geometry on the
mixed and cosmic variance covariance terms is warranted and is
left to future work. An extended study of the internal and mutual
consistency between several existing weak lensing surveys, includ-
ing KiDS-450, will be presented in Chang et al. in prep.

Our results weaken evidence that ⇤CDM can not consistently
describe both low-redshift cosmic shear and the CMB, given the
agreement shown here between DES Y1, KiDS-450, and Planck.
With the next releases of DES, HSC, and KiDS weak lensing results
and CMB results from Planck, ⇤CDM will face a much stronger
test. These upcoming results will determine whether the current
agreement converges further, or whether we begin to see evidence
of new fundamental physics needed to describe the evolution of
the Universe from the surface of last scattering to the low redshifts
probed by weak lensing.

MNRAS 000, 1–7 (2018)

Troxel et al 2018, MNRAS, submitted

different choices for cosmology priors
<——>

KiDS-450 and DES-year1 (1300sq.deg.)



KiD Next: DR4, “KiDS-900”

• Double area, fewer holes so better correlation functions 

• Improved photo-z (incl VIKING) 

• Gaia calibration
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KiD Next 

• “KiDS-900” being produced. Data to ESO this summer. 

• New cosmic shear analysis 

• First large contiguous field analyses 

• VIKING included 

• Understand completeness for large-scale clustering 
measurements —> combined probes of LSS 

• And on to survey completion next year!
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KiD Mass maps for KiDS-450

• (hard to analyse but look nice!)
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