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Vertex finding with Pixel Proposal Network (PPN)

 

LArTPC and MicroBooNE
❖ Liquid Argon Time Projecting 

Chamber (LArTPC) are detectors for 
neutrino experiments.

❖ MicroBooNE is a 170-ton LArTPC 
neutrino detector located at Fermilab at 
a distance of 470m from the Booster 
neutrino beamline (E_nu ~ 0.8 GeV). It 
was built to investigate the excess in 
low energy electron neutrino events 
seen by MiniBooNE.

What is a CNN / Deep neural network

● Convolutional Neural Networks

Semantic Segmentation with UResNet

Next steps

MicroBooNE Data validation study (UResNet)
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Pixel Proposal Network / Architecture
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MOTIVATIONS

Track/shower start 
point detection (Pixel 
Proposal Network)

Semantic 
segmentation 
(UResNet)

Clustering of 
energy 
deposits

Particle ID and 
energy 
estimate

Training UResNet + PPN / Architecture

RESULTS Combined results of Pixel Proposal Network and UResNet on DeepLearnPhysics 2D and 3D simulation samples. Red points 
are the detected shower and track start points from Pixel Proposal Network. Yellow (resp. cyan) pixels were labeled as track (resp. 
shower) by UResNet. Top row is the original image, bottom row is the prediction of the networks. Resolution is 6mm/pixel.

❖ UResNet is an encoder-decoder network which performs pixel-wise classification 
between track / shower / background.

❖ Share computation of convolutional layers with PPN !
❖ Training scheme: train UResNet first, freeze the lower layers then train PPN.

… See K. Terao’s poster #117 for more details!

Encoder Decoder
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Convolutions (with residual connections)
Common between both networks

Transposed Convolutions (with residual 
connections) - UResNet upper layers

Convolution + fully connected layer
PPN prediction layers

Skip connections

Crop layer

❖ Clustering of energy deposits based on UResNet + PPN 
output (use predicted points as seeds)

❖ Hierarchical reconstruction (primary / secondary vertex)
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Source code available on 
https://github.com/Temigo/faster-particles

References

2-stages network inspired by Faster-RCNN, an object detection and classification 
network
➢ Stage 1 = select some pixels of interest from the last feature map
➢ Stage 2 = propose points within these pre-selected pixels from an 

intermediate feature map
➢ Run DBSCAN clustering algorithm for the final selection of points

Determine shower/track edge points with pixel precisionGOAL
IDEA

❖ 74.7% (84.2%) of proposed points are within 5 pixels of a ground truth point.
❖ 96.6% (97.1%) of proposed points are within 20 pixels of a ground truth point.
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Top 2 example input 2D images
Bottom Results of 2D UResNet + PPN

Top 2 example input 3D volumetric images
Bottom Results of 3D UResNet + PPN
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Develop a full 2D & 3D reconstruction chain for Liquid Argon Time Projecting Chambers 
(LArTPC) detectors using deep learning

First steps demonstration: semantic segmentation (UResNet) and track/shower edge point 
detection (Pixel Proposal Network)

Trained on DeepLearnPhysics open LArTPC simulation samples 2D & 3D
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