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Does paracetamol alleviate pain?
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Question
Does a variable-size tabu list outperform one of fixed size?

Answer
Don’t know

(sometimes it does…)
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Question
Is a stochastic acceptance criterion
better than a deterministic one?

Answer
No idea

(sometimes, perhaps, …)
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Why is this type of knowledge not available in
the metaheuristics literature?
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Lack of knowledge in metaheuristics literature

• We do not look for it
Focus on novelty and competition, not understanding

• We do not have the tools/methodology/protocols/
standards/…
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General conclusions

1. Focus on metaphors is a waste of effort

But the entire field should improve its standards
2. Focus on competitive testing results in poor research and
motivates cheating
Focus should move to understanding

3. The review process does not allow to catch cheating
Source code must be shared
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Focus on “novelty”
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a b s t r a c t

This paper presents the interior search algorithm (ISA) as a novel method for solving optimization tasks. The
proposed ISA is inspired by interior design and decoration. The algorithm is different from other metaheuristic
algorithms and provides new insight for global optimization. The proposed method is verified using some
benchmark mathematical and engineering problems commonly used in the area of optimization. ISA results
are further compared with well-known optimization algorithms. The results show that the ISA is efficiently
capable of solving optimization problems. The proposed algorithm can outperform the other well-known
algorithms. Further, the proposed algorithm is very simple and it only has one parameter to tune.

& 2014 ISA. Published by Elsevier Ltd. All rights reserved.

1. Introduction

Metaheuristic optimization algorithms are used extensively for
solving complex optimization problems. Compared to conven-
tional methods based on formal logics or mathematical program-
ming, these metaheuristic algorithms are generally more powerful
[57]. Diversification and intensification are the main features of
the metaheuristic algorithms [67]. The diversification phase guar-
antees that the algorithm explores the search space more effi-
ciently. The intensification phase searches through the current
best solutions and selects the best candidates. Modern metaheur-
istic algorithms are developed to solve problems faster, to solve
large problems, and to obtain more robust methods [60]. The
metaheuristic algorithms do not have limitations in using sources
(e.g. physic-inspired charged system search [34]).

In this paper, a new metaheuristic algorithm, called interior search
algorithm (ISA), is introduced for global optimization. There is another
optimization algorithm in the literature called the interior point
method. This method is a mathematical programming not a meta-
heuristic algorithm and, therefore, it is not related to the current
algorithm. The ISA takes into account the aesthetic techniques
commonly used for interior design and decoration to investigate
global optimization problems, therefore, it can also be called aesthetic
search algorithm. The performance and efficiency of the ISA are

verified using some widely used benchmark problems. The results
confirm the applicability of ISA for solving optimization tasks. The ISA
can also outperform the existing metaheuristic algorithms. The paper
is organized as follows: Section 2 provides a brief review of the
metaheuristic algorithms. Section 3 presents the interior design and
decoration metaphor and the characteristics of the proposed ISA,
including the formulation of the algorithm. Numerical examples are
presented in Section 4 to verify the efficiency of the ISA. In Section 5,
the performance of the proposed algorithm is also tested using some
well-known engineering design problems which have been previously
employed to validate different algorithms. Finally, some concluding
remarks and suggestions for future research are provided in Section 6.

2. Metaheuristic algorithms

Optimization techniques can be divided in two groups, math-
ematical programming and metaheuristic algorithms. In general,
the existing metaheuristic algorithms may be divided into two main
categories as follows:

� Evolutionary algorithms
� Swarm algorithms

2.1. Evolutionary algorithms

The evolutionary algorithms are generally inspired from biolo-
gical evolution and use an iterative progress to solve optimization

Contents lists available at ScienceDirect

journal homepage: www.elsevier.com/locate/isatrans

ISA Transactions

http://dx.doi.org/10.1016/j.isatra.2014.03.018
0019-0578/& 2014 ISA. Published by Elsevier Ltd. All rights reserved.
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E-mail addresses: ag72@uakron.edu, a.h.gandomi@gmail.com
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Interior search algorithm

A novel metaheuristic
The proposed Interior Search Algorithm is inspired on
interior design and decoration

• “This aesthetic process can be used for optimization by
placing some mirrors near the global best(s) or fittest
element(s) to find some other beautiful views.”

• “In one of these groups, called the composition group, the
composition of elements is changed to find a more
beautiful view.”

• “Then update each location if its fitness is improved for
revival design.”
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Optimization lingo?

Intelligent water drops
“The amount of soil on the edges of the iteration-best
solution is reduced based on the goodness (quality) of the
solution.”
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Optimization lingo?

Green Heron optimization algorithm
“In this case the bait helps the Green Heron bird to catch a
prey and thus the solution set elements remains constant
[…].”
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Optimization lingo?

Cuckoo search
“The aim is to use the new and potentially better solutions
(cuckoos) to replace a not-so-good solution in the nests.”
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Optimization lingo?

Mine blast algorithm
“This population is generated by a first shot explosion
producing a number of individuals (shrapnel pieces). ”
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Optimization lingo?

Lorentz transformation optimization
“The objective function was regarded as invariant to the
reference frame, something like a transcendental entity in
the space time.”
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http://fcampelo.github.io/EC-Bestiary/
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The EC Bestiary

• African buffalo
• Anarchic societies
• Animal behavior
• Ant Lion
• Antibodies
• Bacteria
• Bacterial Chemotaxis
• Bacterial foraging
• Bacterial swarming
• Magnetotactic bacteria
• Bats
• Bees
• Bee Colonies
• Bumblebees
• Honey-bee marriage
• Queen bees

Ant Lion
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The EC Bestiary

• Big bang
• Biogeography
• Birds mating
• Black holes
• Blind, naked mole rats
• Brainstorms
• Cats
• Central force
• Charged systems
• Chemical Reactions
• Chickens
• Clouds
• Colliding bodies
• Community of scientists
• Consultants
• Coral reefs

Clouds
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The EC Bestiary

• Cuckoos
• Dolphins
• Dolphin partners
• Dolphin echolocation
• Eagles
• Ecology
• Electromagnetism
• Elephants
• Regular
• Flying
• Emotions
• FIFA World Cup
• Fireflies
• Fireworks
• Fish
• Catfish

Fifa World Cup
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The EC Bestiary

• Cuttlefish
• Fish schools
• Fish swarms
• Flower pollination
• Fractals
• Frogs
• Frogs leaping
• Fruit Fly
• Galaxies
• Gas molecules
• Gene Expression
• General Relativity
• Glow Worms
• Gravitation
• Grenades

General relativity
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The EC Bestiary

• Group counselling
• Hoopoe
• Invasive weeds
• Interior design/decoration
• Ions
• Jaguars
• Krill
• Ladybirds
• Lightning
• Lion
• Locusts
• Mine blasts
• Monkeys
• Monkeys foraging
• Spider Monkeys
• Mountain climbers

Mine blasts

11/42



The EC Bestiary

• Moths
• Musicians
• Optics
• Paddy fields
• Parliamentary head
elections

• Penguins
• Plants
• Plants growing
• Plant propagation
• Political Imperialism
• Politicians
• Rays of light
• Reincarnation
• River formation
• Roach infestations
• Roots

Paddy fields
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The EC Bestiary

• Salmon migrations
• Scientific method
• Sharks
• Sheep flocks
• Small World
• Spirals
• Soccer
• Social behavior
• Social Spiders
• Sports championships
• Swallows
• Symbiotic organisms
• Termites
• Troops of soldiers
• Tumors
• Vultures

Scientific Method
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The EC Bestiary

• Wasps
• Water
• Intelligent water drops
• Water cycle
• Water evaporation
• Water flow
• Water waves
• Whales
• Wind
• Wolves
• Zombies

Zombies
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Abstract

In recent years, the field of combinatorial optimization has witnessed a true tsunami of “novel” metaheuristic
methods, most of them based on a metaphor of some natural or man-made process. The behavior of virtually
any species of insects, the flow of water, musicians playing together – it seems that no idea is too far-fetched to
serve as inspiration to launch yet another metaheuristic. In this paper, we will argue that this line of research
is threatening to lead the area of metaheuristics away from scientific rigor. We will examine the historical
context that gave rise to the increasing use of metaphors as inspiration and justification for the development
of new methods, discuss the reasons for the vulnerability of the metaheuristics field to this line of research,
and point out its fallacies. At the same time, truly innovative research of high quality is being performed as
well. We conclude the paper by discussing some of the properties of this research and by pointing out some
of the most promising research avenues for the field of metaheuristics.

Keywords: optimization; combinatorial optimization; metaheuristics; heuristics

1. Introduction

Imagine the following situation. On browsing your weekly copy of Nature, you stumble upon an
article entitled “A novel food-based theory of particle physics.” In this paper, the authors claim to
offer truly new insight into the working of the universe on its smallest scale. The standard theory
of particle physics, it is argued, has so far been rather unsuccessful in truly explaining the nature of
the universe, like any of the other theories that precede it. By relating each force and each particle
(called “ingredients” in the new theory) to its culinary equivalent, the author insists, a much more
powerful explanation than all previous theories combined is exposed. Quarks, for example, the
particles of which protons and neutrons are composed, are called “meat,” whereas leptons (such
as the electron) are “vegetables.” Combining “meat” with “vegetables,” the new theory suggests,
evidently gives rise to a “dish” (an atom). Photons, the particles that transfer the electromagnetic
force, the paper claims, can be best understood in terms of the “taste” that a dish produces. Similarly,
bosons, fermions, gluons, and all other elementary particles are related to some cookbook terms.

C© 2013 The Author.
International Transactions in Operational Research C© 2013 International Federation of Operational Research Societies
Published by Blackwell Publishing, 9600 Garsington Road, Oxford, OX4 2DQ, UK and 350 Main St, Malden, MA 02148, USA.
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The metaphor exposed

1. Metaphor is not enough to motivate a “novel” method
2. “Novel” methods are generally not novel at all
3. “Novelty” is not a quality criterion
4. Creating a “novel” method is trivial
5. Methods should not change vocabulary on a per-method
basis

6. Methods should be tested under adequate protocols
7. Knowledge gained is more important than performance
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What about the name?

August Kekulé discovered the
structure of benzene in 1865.

After dreaming of an
ouroboros

Metaphor
He told the world
about it in 1890
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Focus on competition
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Are metaphors the only problem?
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ABSTRACT: In this paper, we have proposed an algorithm that has been improved from the classical Clarke and Wright
savings algorithm (CW) to solve the capacitated vehicle routing problem. The main concept of our proposed algorithm is to
hybridize the CW with tournament and roulette wheel selections to determine a new and efficient algorithm. The objective is
to find the feasible solutions (or routes) to minimize travelling distances and number of routes. We have tested the proposed
algorithm with 84 problem instances and the numerical results indicate that our algorithm outperforms CW and the optimal
solution is obtained in 81% of all tested instances (68 out of 84). The average deviation between our solution and the optimal
one is always very low (0.14%).

KEYWORDS: heuristics, optimization, tournament selection, roulette wheel selection

INTRODUCTION

The capacitated vehicle routing problem (CVRP) was
initially introduced by Dantzig and Ramser1 in their
article on a truck dispatching problem and, conse-
quently, became one of the most important and widely
studied problems in the area of combinatorial opti-
mization. Not only is the travelling salesman problem
classified as nondeterministic polynomial time (NP)
hard2, but also the bin packing problem is a special
case of CVRP. Accordingly, the CVRP has been
concluded to be an NP-hard problem3–5. The basic
concept of CVRP is to find a feasible set of vehicle
routes that minimizes the total travelling distance
and/or the total number of vehicles used. For each
route, the vehicle departs from a given depot and
returns to the same depot after completing the service.
CVRP involves a single depot, a homogeneous fleet of
vehicles, and a set of customers who require delivery
of goods from the depot.

Since CVRP was first proposed in 19591, it has
received much attention from researchers and practi-
tioners. Therefore, numerous approaches and algo-
rithms have also been developed. First, an exact algo-
rithm, which is an algorithm that solves a problem to
optimality by computing the distance of every feasible
solution and then choosing a solution with minimum
distance, was reported. The approach consists of a

branch-and-bound algorithm6, a branch-and-cut algo-
rithm7–9, and a branch-and-cut-and-price algorithm10.
In these algorithms, CVRP instances involving more
than 100 customers can rarely be solved to optimality
due to a huge amount of computation time. Second,
a heuristic algorithm, which is an algorithm that
should find solutions among all feasible ones, com-
posed of savings algorithm11, sweep algorithm12, 13,
sequential insertion algorithm14, petal algorithm15, 16,
two-phase insertion17, cluster-first route-second algo-
rithm18, 2-petals algorithm19, k-opt heuristic20, Or-
exchanges21, and λ-interchanges22. These algorithms
usually find a feasible solution (near optimal) fast and
easily but they do not guarantee that the optimal solu-
tion will be found. Finally, a metaheuristic algorithm,
which is an iterative improvement approach by com-
bining a heuristic algorithm with intelligent ideas for
exploring and exploiting the search space, composed
of simulated annealing22, tabu search23, 24, genetic
algorithm25, 26, ant colony algorithm27, 28, memetic
algorithm29, 30, active-guided evolution strategies31,
honey bees mating optimization algorithm32, and par-
ticle swarm optimization algorithm33, 34. In these
algorithms, a good metaheuristic implementation can
provide efficiently near-optimal solutions in a reason-
able computation time.

The Clarke and Wright savings algorithm (CW)11

is the most widely applied heuristic for solving CVRP

www.scienceasia.org
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Clarke and Wright algorithm

Source
G. Clarke G and J.W. Wright, Scheduling of vehicles from a
central depot to a number of delivery points, Operations
Research, 12, 568-581, 1964.

Principles

• Create a separate route per customer
• Connect routes according to the largest possible savings
• Repeat while routes can be connected

Saving
s(i, j) = d(D, i) + d(D, j)− d(i, j)
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Improved Clarke and Wright

Principle

• Randomize the savings list
• “use a combination of tournament and roulette wheel
selection”

Selecting a saving from the savings list:

1. Pick a random number T between 3 and 7
2. Use roulette wheel selection to select one of best T
savings

“GRASP”
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Improved Clarke and Wright

(i, j) s(i, j)
(6,10) 86
(9,10) 83
(8,9) 78
(5,6) 77
(8,10) 66
(7,10) 57
(4,5) 55
(6,7) 50
(5,10) 49
… …
(2,8) 0
(3,7) 0

T=5
Total = 86 + 83 + 78 + 77 + 66 = 390

p(6,10) = 86/390 = .221 P = .221
p(9,10) = 83/390 = .213 P = .434
p(8,9) = 78/390 = .200 P = .634
p(5,6) = 77/390 = .197 P = .831
p(8,10) = 66/390 = .169 P = 1.000

Random number u ∼ U[0, 1]
u = .732→ (5, 6)
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Improved Clarke and Wright

Advantages of ICW

• Generates a different solution at
every iteration (10.000 iterations)

• Very fast
• Very easy to implement

…too easy?

• Extremely good results

…too good?

Instance ICW Best known

A-n32-k5 784 784
A-n33-k5 661 661
A-n33-k6 742 742
A-n34-k5 778 778
A-n36-k5 799 799
A-n37-k5 669 669
A-n37-k6 949 949
A-n38-k5 730 730
A-n39-k5 822 822
A-n39-k6 831 831
A-n44-k7 937 937
A-n45-k6 944 944
A-n45-k7 1146 1146
A-n46-k7 914 914
A-n48-k7 1073 1073
A-n53-k7 1010 1010
A-n54-k7 1167 1167
A-n55-k9 1073 1073
A-n60-k9 1354 1354
A-n61-k9 1034 1034
A-n62-k8 1298 1288
A-n63-k9 1616 1616
A-n63-k10 1314 1314
A-n64-k9 1415 1401
A-n65-k9 1174 1174
A-n69-k9 1159 1159
A-n80-k10 1772 1763
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Instance ICW Best known

RICW∗ avg. RICW∗ best

20 repetitions

A-n32-k5 784 784

793.30 784

A-n33-k5 661 661

671.05 661

A-n33-k6 742 742

744.75 742

A-n34-k5 778 778

792.30 785

A-n36-k5 799 799

805.20 805

A-n37-k5 669 669

686.25 669

A-n37-k6 949 949

965.95 949

A-n38-k5 730 730

752.75 737

A-n39-k5 822 822

838.30 825

A-n39-k6 831 831

837.30 833

A-n44-k7 937 937

955.25 947

A-n45-k6 944 944

972.55 954

A-n45-k7 1146 1146

1160.90 1153

A-n46-k7 914 914

922.40 914

A-n48-k7 1073 1073

1099.50 1097

A-n53-k7 1010 1010

1039.15 1029

A-n54-k7 1167 1167

1177.30 1172

A-n55-k9 1073 1073

1086.80 1084

A-n60-k9 1354 1354

1367.85 1362

A-n61-k9 1034 1034

1045.35 1043

A-n62-k8 1298 1288

1317.15 1310

A-n63-k9 1616 1616

1646.50 1630

A-n63-k10 1314 1314

1324.35 1315

A-n64-k9 1415 1401

1441.30 1429

A-n65-k9 1174 1174

1204.80 1193

A-n69-k9 1159 1159

1177.85 1173

A-n80-k10 1772 1763

1805.30 1789

∗ RICW = REAL ICW
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Instance ICW Best known RICW∗ avg. RICW∗ best

20 repetitions
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A-n34-k5 778 778 792.30 785
A-n36-k5 799 799 805.20 805
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Explaining the anomaly

• Programming error?
• Error in the description of the code?
• Error in the reporting of the results?

• Most likely: deliberate misrepresentation
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Abstract

In their paper “An improved Clarke and Wright savings algorithm for the capacitated vehicle routing problem,”
published in ScienceAsia (38, 3, 307–318, 2012), Pichpibul and Kawtummachai developed a simple stochastic
extension of the well-known Clarke and Wright savings heuristic for the capacitated vehicle routing problem.
Notwithstanding the simplicity of the heuristic, which they call the “improved Clarke and Wright savings
algorithm” (ICW), the reported results are among the best heuristics ever developed for this problem. Through
a careful reimplementation, we demonstrate that the results published in the paper could not have been
produced by the ICW heuristic. Studying the reasons how this paper could have passed the peer review
process to be published in an ISI-ranked journal, we have to conclude that the necessary conditions for a
thorough examination of a typical paper in the field of optimization are generally lacking. We investigate how
this can be improved and come to the conclusion that disclosing source code to reviewers should become a
prerequisite for publication.

Keywords: optimization; combinatorial optimization; heuristics

1. Introduction

The capacitated vehicle routing problem (CVRP) is defined on a complete, undirected graph with
n + 1 nodes, one node representing the depot and the n remaining nodes a set of customers with
known demand. The cost of traveling between any pair of customers, or between any customer and
the depot, is also given in a distance matrix, as is the (uniform) capacity of a fleet of vehicles. The
objective of the CVRP is to define a set of routes with minimal total cost such that each vehicle
performs at most one route, the total demand in each route does not exceed the vehicle capacity,
and all customers are visited exactly once.

The CVRP is among the most studied problems in the field of Operations Research, and a very
large number of algorithms have been developed to solve it (see, e.g., Toth and Vigo, 2014, for

C© 2017 The Authors.
International Transactions in Operational Research C© 2017 International Federation of Operational Research Societies
Published by John Wiley & Sons Ltd, 9600 Garsington Road, Oxford OX4 2DQ, UK and 350 Main St, Malden, MA02148,
USA.

23/42



Reasons for “cheating”

• Good results means publication
• (If done well) almost impossible to catch
• Low risk, high gain
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So it’s not just the metaphors

1. Focus on competition, instead of understanding
(development instead of research)

2. Competition is poorly organised
3. Source code not shared
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Focus on competition

works doesn’t
know why
no idea

Most current research

Interesting research
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A case in point

Path relinking for the VRP

• Move from VRP solution 1 to solution 2
in minimal number of moves

• True to the “spirit” of path relinking
• Extensively parametrized and tested

• Does not work

Reviewer comments

• “The authors must compare […] with
previous methods.”

• “[…] the results should be superior (or
equivalent) to them.”
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Statistical analysis of distance-based path relinking
for the capacitated vehicle routing problem

Kenneth Sörensen n, Patrick Schittekat
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Keywords:
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Capacitated vehicle routing problem

Statistical analysis

a b s t r a c t

In this paper we develop an intelligent path relinking procedure for the capacitated vehicle routing

problem, based on the relocate distance. This procedure transforms an incumbent solution into a

guiding solution in a minimal number of relocate moves. In each step of the path relinking procedure,

one customer is removed from the solution and re-inserted in another position.

The path relinking procedure is integrated in a GRASP (greedy randomized adaptive search procedure)

and VND (variable neighborhood descent) framework and thoroughly tested. This analysis shows

that the path relinking procedure is not able to improve the performance of a simple GRASPþVND

metaheuristic, but some interesting conclusions can nonetheless be drawn.

A second contribution of this paper is an analysis of the computational results based on sound

statistical techniques. Such an analysis can be useful for the field of metaheuristics, where computa-

tional results are generally analyzed in an ad hoc way and often with dubious statistical validity.

& 2013 Elsevier Ltd. All rights reserved.

1. Path relinking and the vehicle routing problem

The capacitated vehicle routing problem (CVRP) is defined on a
graph G¼ ðV ,EÞ with V ¼ v0 [ fv1, . . . ,vNg. The set fv1, . . . ,vNg

represents a set of customers and v0 represents a depot. The
edges represent travel costs between customers. Each of the N

customer has a non-negative known demand qi ði¼ 1, . . . ,NÞ. This
demand must be serviced by a homogeneous set of vehicles, all
having capacity Q. Travel costs cij between customers i and j are
known and constant. Sometimes an extra cost (called drop cost ei)
is incurred for each customer visited.

The objective of the CVRP is to determine a set of minimum-
cost routes that satisfy the following two constraints:

1. Each route begins and ends at the depot.
2. The total demand serviced in a single route does not exceed

the capacity Q of the vehicles.

Some authors use a variant of the CVRP in which the total cost
in a single route (sum of travel costs and drop costs) is not
allowed to exceed a given maximum cost C. In this paper, we only
deal with problems that do not have this constraint.

The CVRP is undoubtedly one of the best-studied problems in
operations research. Given the fact that the CVRP is NP-hard, only
small instances can be solved to optimality [3]. Heuristics and
metaheuristics are therefore often used to solve the CVRP and a
large number of metaheuristics have been developed for solving
this problem. A recent overview on different metaheuristics for
the CVRP can be found in Szeto et al. [22]. Notable methods
include the adaptive memory search procedure of Rochat and
Taillard [19], that (after more than 15 years) still tops the list of
best-performing approaches on the standard Christophides
benchmark instances, and the evolutionary approaches of Mester
and Bräysy [12] and Nagata and Bräysy [14], that outperform
other approaches on (larger) instances with up to 483 customers.

Path relinking is a relatively new metaheuristic technique for
combinatorial optimization, proposed by Glover (see, e.g., [7]).
Path relinking attempts to find a new good solution by examining
the solutions that are on a path from an initial (incumbent) to a
final (guiding) solution. By definition, each move on the path
makes the solution more different from the initiating solution and
more similar to the guiding solution. Moving on the path is done
by a neighborhood operator, just like in any local search algorithm.
The technical difference with ordinary local search is that the
neighborhood search strategy that decides which move to execute
is not based on the quality of the resulting solution, but on the
distance in the solution space between the resulting solution and
the guiding solution. A move that takes the solution closer to the
guiding solution will be preferred over one that takes it further
away, regardless of the quality of the resulting solution. Con-
structing a path relinking procedure therefore requires us to

Contents lists available at ScienceDirect

journal homepage: www.elsevier.com/locate/caor

Computers & Operations Research

0305-0548/$ - see front matter & 2013 Elsevier Ltd. All rights reserved.
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Competitive testing

Testing Heuristics� We Have It All Wrong

J� N� Hooker

Graduate School of Industrial Administration

Carnegie Mellon University

Pittsburgh� PA ����� USA

May ����

Abstract

The competitive nature of most algorithmic experimentation is a

source of problems that are all too familiar to the research community�

It is hard to make fair comparisons between algorithms and to assemble

realistic test problems� Competitive testing tells us which algorithm is

faster but not why� Because it requires polished code� it consumes time

and energy that could be spent doing more experiments� This paper

argues that a more scienti�c approach of controlled experimentation�

similar to that used in other empirical sciences� avoids or alleviates

these problems� We have confused research and development� compet�

itive testing is suited only for the latter�

Most experimental studies of heuristic algorithms resemble track meets
more than scienti�c endeavors�

Typically an investigator has a bright idea for a new algorithm and
wants to show that it works better� in some sense� than known algorithms�
This requires computational tests� perhaps on a standard set of benchmark
problems� If the new algorithm wins� the work is submitted for publication�
Otherwise it is written o� as a failure� In short� the whole a�air is organized
around an algorithmic race whose outcome determines the fame and fate of
the contestants�

This modus operandi spawns a host of evils that have become depress�
ingly familiar to the algorithmic research community� They are so many and
pervasive that even a brief summary requires an entire section of this paper�
Two� however� are particularly insidious� The emphasis on competition is
fundamentally anti�intellectual and does not build the sort of insight that in

�
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Competitive testing

• Fallacy: good algorithm = good science
• Competitive testing tells us which algorithm is best, but
not why

• Not fair: depends on coding skills, optimizations,
parameter tuning, computers, compilers, …

• Wastes enormous amounts of research time on
“development”

• No standard testing protocol, window dressing is too easy
• Focus on “standard” benchmark instances leads to
overfitting

• Yields very little knowledge
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Lack of established testing methods

1. We found α new best-known solutions
2. We found more best/optimal solutions than method X
3. Our algorithm performs β% better on average than
method X

4. We ran our algorithm γ times and report the best solution
value over all runs

• What about statistical significance?

Solution
Statistical tests are available for this!
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Focus on understanding
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Focus on understanding: some ideas

1. Decomposition of algorithms + statistical experiments
2. Allow negative results if insightful
3. Lessons from other sciences

• Controlled experimentation
• Structured reviews
• Meta-analyses
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Fixed instance sets
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Fixed instance sets
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Solution?

Multi-level experimental design with randomly generated
instances
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Structured review and meta-analysis

Focus on understanding

• Controlled experimentation
Isolate specific effects

• Structured reviews
Overview of the literature in a repeatable way

• Meta-analyses
Take into account quality of the study
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Structured reviews and meta-analysis
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Release source code

• To reviewers (+ compilation instructions)
• To the world
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PERSPECTIVE
doi:10.1038/nature10836

The case for open computer programs
Darrel C. Ince1, Leslie Hatton2 & John Graham-Cumming3

Scientific communication relies on evidence that cannot be entirely included in publications, but the rise of
computational science has added a new layer of inaccessibility. Although it is now accepted that data should be made
available on request, the current regulations regarding the availability of software are inconsistent. We argue that, with
some exceptions, anything less than the release of source programs is intolerable for results that depend on computation.
The vagaries of hardware, software and natural language will always ensure that exact reproducibility remains
uncertain, but withholding code increases the chances that efforts to reproduce results will fail.

T he rise of computational science has led to unprecedented
opportunities for scientific advance. Ever more powerful computers
enable theories to be investigated that were thought almost

intractable a decade ago, robust hardware technologies allow data collec-
tion in the most inhospitable environments, more data are collected, and
an increasingly rich set of software tools are now available with which to
analyse computer-generated data.

However, there is the difficulty of reproducibility, by which we mean
the reproduction of a scientific paper’s central finding, rather than exact
replication of each specific numerical result down to several decimal
places. We examine the problem of reproducibility (for an early attempt
at solving it, see ref. 1) in the context of openly available computer
programs, or code. Our view is that we have reached the point that, with
some exceptions, anything less than release of actual source code is an
indefensible approach for any scientific results that depend on computa-
tion, because not releasing such code raises needless, and needlessly
confusing, roadblocks to reproducibility.

At present, debate rages on the need to release computer programs
associated with scientific experiments2–4, with policies still ranging from
mandatory total release to the release only of natural language descrip-
tions, that is, written descriptions of computer program algorithms.
Some journals have already changed their policies on computer program
openness; Science, for example, now includes code in the list of items
that should be supplied by an author5. Other journals promoting code
availability include Geoscientific Model Development, which is devoted,
at least in part, to model description and code publication, and
Biostatistics, which has appointed an editor to assess the reproducibility
of the software and data associated with an article6.

In contrast, less stringent policies are exemplified by statements such
as7 ‘‘Nature does not require authors to make code available, but we do
expect a description detailed enough to allow others to write their own
code to do similar analysis.’’ Although Nature’s broader policy states that
‘‘...authors are required to make materials, data and associated protocols
promptly available to readers...’’, and editors and referees are fully
empowered to demand and evaluate any specific code, we believe that
its stated policy on code availability actively hinders reproducibility.

Much of the debate about code transparency involves the philosophy of
science, error validation and research ethics8,9, but our contention is more
practical: that the cause of reproducibility is best furthered by focusing on
the dissection and understanding of code, a sentiment already appreciated
by the growing open-source movement10. Dissection and understanding
of open code would improve the chances of both direct and indirect
reproducibility. Direct reproducibility refers to the recompilation and

rerunning of the code on, say, a different combination of hardware and
systems software, to detect the sort of numerical computation11,12 and
interpretation13 problems found in programming languages, which we
discuss later. Without code, direct reproducibility is impossible. Indirect
reproducibility refers to independent efforts to validate something other
than the entire code package, for example a subset of equations or a par-
ticular code module. Here, before time-consuming reprogramming of an
entire model, researchers may simply want to check that incorrect coding of
previously published equations has not invalidated a paper’s result, to
extract and check detailed assumptions, or to run their own code against
the original to check for statistical validity and explain any discrepancies.

Any debate over the difficulties of reproducibility (which, as we will
show, are non-trivial) must of course be tempered by recognizing the
undeniable benefits afforded by the explosion of internet facilities and the
rapid increase in raw computational speed and data-handling capability
that has occurred as a result of major advances in computer technology14.
Such advances have presented science with a great opportunity to address
problems that would have been intractable in even the recent past. It is
our view, however, that the debate over code release should be resolved as
soon as possible to benefit fully from our novel technical capabilities. On
their own, finer computational grids, longer and more complex compu-
tations and larger data sets—although highly attractive to scientific
researchers—do not resolve underlying computational uncertainties of
proven intransigence and may even exacerbate them.

Although our arguments are focused on the implications of Nature’s
code statement, it is symptomatic of a wider problem: the scientific
community places more faith in computation than is justified. As we
outline below and in two case studies (Boxes 1 and 2), ambiguity in its
many forms and numerical errors render natural language descriptions
insufficient and, in many cases, unintentionally misleading.

The failure of code descriptions
The curse of ambiguity
Ambiguity in program descriptions leads to the possibility, if not the
certainty, that a given natural language description can be converted
into computer code in various ways, each of which may lead to different
numerical outcomes. Innumerable potential issues exist, but might
include mistaken order of operations, reference to different model ver-
sions, or unclear calculations of uncertainties. The problem of ambiguity
has haunted software development from its earliest days.

Ambiguity can occur at the lexical, syntactic or semantic level15 and is
not necessarily the result of incompetence or bad practice. It is a natural
consequence of using natural language16 and is unavoidable. The

1Department of Computing Open University, Walton Hall, Milton Keynes MK7 6AA, UK. 2School of Computing and Information Systems, Kingston University, Kingston KT1 2EE, UK. 383 Victoria Street,
London SW1H 0HW, UK.
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General conclusions

1. Focus on metaphors is a waste of effort

But the entire field should improve its standards
2. Focus on competitive testing results in poor research and
motivates cheating
Focus should move to understanding

3. The review process does not allow to catch cheating
Source code must be shared
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