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Introduction
￮ Data Stream Processing (DaSP) systems are software specialized in processing 

sequences of data.

￮ Data streams have high-throughput, low latency, e.g. Twitter posts, sensors 
data, network cards etc.

￮ DaSP systems see the input data as transient continuous streams that must be 
processed “on the fly”, with critical requirements on throughput, latency, and 
memory occupancy. 
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Introduction
￮ The choice of the most appropriate system to handle data streams is a 

challenge today. After all, we cannot foresee the characteristics of the streams 
that a Data Stream Processing (DaSP) system will handle. 

￮ The main question is which features a data stream processing system must 
have to meet the solution requirements that we want to implement.

￮ In this sense, this work contributes to discussions about the metrics for DaSP
systems performance analysis and proposes a benchmark analysis tool for 
DaSP systems considering the proposed metrics.
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General architecture for DaSP systems
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Operator architecture
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Metric How to measure it

Throughput Measured by the number of processed events (tuples) given a period.

Memory Consumption Measured by the size of the window, i.e. the number of events considered in a 

query, a node can handle or the time considered in a window within the nodes of 

the topology.

Latency

- System Latency the time the system takes to process each a tuple or the difference between the 

time of output a tuple and the time of input of the same tuple.

- Information Latency the time a system takes output the result of a query, which, in turn, needs many 

events to process.

- Maximum peak latency the time delay experienced by the system during a peak load in tuples stream. We 

measure This metric by calculating the time to process a query when the system is 

overloaded by tuples.

- Post-peak latency ratio the time delay experienced by the system after a peak load in tuples.



Metrics for DaSP Systems: System Latency
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∆ti is the time that a tuple
traverses the i path.

sl is the average time of
all paths in the topology.
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Metrics for DaSP Systems: Information Latency
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ti is the time to produce a tuple with a result.

il is the average time of the results
that the system produces.



Metrics for DaSP Systems: Memory, 
Latency, Throughput
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Proposed System 
B2-4DaSP



How to measure metrics for DaSP systems:
Benchmark tool for DaSP systems (B2-4DaSP)
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Benchmark tool for DaSP systems (B2-4DaSP):
Control Panel
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Experiment with 
B2-4DaSP



Experimental setup
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Testing Apache Storm with B2-4DaSP –
Management Components
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Testing Apache Storm with B2-4DaSP –
Operators

20



Final remarks



Final remarks
￮ We observed that there are some aspects that require improvements for the 

construction of more robust DaSP systems. 

￮ For instance, among the DaSP systems analyzed, none of them 
implements mechanisms to adapt the computational resources 
demand to the data stream throughput. 

￮ Each component of the system may request more resources when the 
throughput increases. 

￮ However, when the throughput declines, resources remain allocated, 
even when they are not necessary.
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Final remarks
￮ Another issue that we observed throughout this study was the presence of cluster 

managers in some DaSP systems. 
￮ They are important for the management of the operators within the 

topology, as they allow the fast verification of operators' status and, 
depending on the situation, operator's replacement. 

￮ However, the cluster managers are a single point of failures (SPOF) and, if we want 
to increase the fault tolerance of the DaSP system as a whole, we need to 
implement mechanisms that allow its monitoring and self-regulation.

￮ Concerning the metrics approached in this work, we found that the memory and 
CPU consumptions bring much information about the behavior of a DaSP system 
depending on the streams it receives. 
￮ This information can be useful in defining what resources the system can 

request and what  capacity it can support. To collect this information we built 
the B2-4DaSP system, which proved very useful for this task.
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