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Abstract: The topic of study and practice known as "privacy-

preserving machine learning (PPML)" is devoted to creating 

methods and strategies that enable the training and application 

of machine learning models while protecting the privacy of 

sensitive data for convolution neural network and Machine 

learning algorithms. Garbled worlds" is a concept primarily used 

in the context of privacy-preserving machine learning (PPML). It 

refers to a technique used to protect the privacy of individual data 

points during the training process of machine learning models. 

Garbled worlds allow organizations or individuals to collaborate 

and train machine learning models using their combined datasets 

without sharing the raw data. This is particularly important in 

scenarios where data privacy regulations or concerns prohibit the 

sharing of sensitive information. By using garbled worlds, 

organizations can leverage the collective knowledge in multiple 

datasets while protecting the privacy of individuals whose data 

contributes to the training process. This technique helps balance 

data privacy and the utility of machine learning models in 

various applications. The effectiveness and adaptability of ABY3 

(The mixed protocol framework for machine learning) enable 

users to select several cryptographic protocols based on their 

unique needs and limitations. In comparison to other safe multi-

party computation frameworks, it minimizes computational and 

communication costs while maintaining a high level of security. 

The viability of our system is demonstrated by the enhanced 

benchmarking of the previously described algorithms in contrast 

to ABY3 [1].

Keywords: ABY3, MLaaS, GDPR, Homomorphic Encryption, 

Logistic Regression, Linear Regression, Convolution Neural 

Network.  

I. INTRODUCTION

This is partly because more data is becoming available as

a result of the growth of internet giants like Google and 

Amazon, as well as because machine learning algorithms are 

becoming more reliable and accurate. As a matter of fact, 

machine learning algorithms are becoming increasingly 

superior to humans in certain complex tasks, like classifying 

echocardiograms In Paper [1]. Deep learning and 

reinforcement learning are two cutting-edge methods that 

are enabling such advancements. MLaaS is an acronym for 

"machine learning as a service."  
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It describes cloud-based services that charge a 

membership fee or pay-per-use for machine learning tools, 

algorithms, and infrastructure. Without having to spend 

money creating and maintaining their own machine learning 

infrastructure, companies, and developers can access 

machine learning capabilities thanks to MLaaS platforms 

[2]. Accessibility: Users may incorporate machine learning 

capabilities into their apps or workflows with ease thanks to 

the accessible APIs and interfaces provided by MLaaS 

platforms. Organizations who wish to use machine learning 

but do not have the knowledge or resources to create and 

implement models from scratch will find it easier to get 

started thanks to this accessibility. Effective May 25, 2018, 

the General Data Protection Rule (GDPR) of the European 

Union is a comprehensive rule about data protection and 

privacy. It was intended to improve the protection of 

people's data, allow people more control over their personal 

information, and standardize data privacy rules throughout 

Europe. Extended territorial reach: The GDPR covers 

businesses that operate both inside and outside of the EU 

and that provide products or services to EU citizens or track 

their activities. Before processing an individual's data, 

organizations are required by law to acquire that individual's 

explicit and affirmative consent. A free, clear, informed, and 

specific consent is required. A collection of methods and 

strategies known as "privacy-preserving machine learning" 

(PPML) are designed to train machine learning models 

while safeguarding the confidentiality of sensitive data that 

is used during the process. To stop sensitive information 

about specific data points from leaking out, this method 

adds controlled noise to the training data or model outputs. 

Secure Multi-Party Computation (MPC) enables several 

parties to collaboratively calculate a function over their 

respective private inputs while maintaining the 

confidentiality of those inputs. This makes it possible to 

train machine learning models collaboratively without 

exchanging raw data [3]. Our Work: In this study, we focus 

on the specific application of using MPC with four parties 

(4PC), allowing for a maximum of one malevolent 

corruption. In the context of an honest majority, the most 

advanced three-party (3PC) PPML frameworks, such as 

ABY3, are considered. In the semi-honest scenario, 

federated learning and homomorphic encryption offer quick 

and effective protocols; however, in a malicious scenario, 

they operate much slower. This is primarily because basic 

operations like Dot Product, Secure Comparison, and 

Truncation are more costly in a hostile environment. For the 

following reasons, our machine learning constructions are 

based on a new 4PC method rather than the one proposed by 

Gordon. 
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 1) The majority of the online phase of our protocol only 

requires three out of the four parties to be active, while in 

contrast, the protocol presented in Paper [2] requires the 

participation of all four parties in the online phase. As a 

result, when the computation is delegated to a group of 

servers, our protocol performs better.  

2) By moving 30% (2-ring element) of online 

communication to the offline phase using a new secret 

sharing mechanism, our system enhances online efficiency. 

We can shut down the server for most of the online phase 

because the fourth party in our framework does not need to 

be online at all times. We outperform ABY3 primarily 

because the overall operating time of the servers in our 

framework is significantly lower. This helps reduce the total 

monetary cost, which would be the entire cost of hiring 4 

servers to run our framework for either the training or the 

prediction phase of an algorithm. 

 

Fig. 1. Non Invasive 

II. LITERATURE REVIEW 

A revolutionary development in cryptography is 

homomorphic encryption (HE), which allows computations 

on encrypted data to be completed without the need for 

decryption. This feature, which reduces privacy concerns by 

processing sensitive data while it is encrypted, has important 

implications for computation that protects privacy. 

Enhancements & Practicality: A lot of work has gone into 

making homomorphic encryption algorithms more workable 

and efficient since Gentry's original suggestion. 

To lessen the computational burden related to 

homomorphic processes, researchers have created a variety 

of optimizations, including lattice-based cryptography, 

bootstrapping strategies, and SIMD (Single Instruction, 

Multiple Data) optimizations [5][6]. 

 In Paper [10] Homomorphic encryption has been used in 

several fields, such as secure computing, cloud computing, 

and data privacy. Homomorphic encryption protects patient 

privacy while enabling the secure computing of sensitive 

medical data in the healthcare industry. It enables safe 

computing outsourcing in the financial services industry 

while maintaining the encryption of financial data. Machine 

learning also makes use of homomorphic encryption, which 

permits training and inference on encrypted data while 

protecting privacy. Security Analysis: Scholars have 

examined homomorphic encryption systems in great detail, 

looking into it, However, ABY3 is unable to avoid certain 

costly procedures like examination of the activation and 

truncation functions of a Ripple Carry Adder (RCA). The 

functions of truncation and activation. Rounds are required 

for ReLU and Sigmoid by the underlying ring size in ABY3. 

This provides a great deal of room for efficiency growth, 

which we do with our 4PC framework [7]. 

 In research Paper [20] ABY3 is a protocol for privacy-

preserving machine learning (PPML) that utilizes secure 

multi-party computation (MPC). Introduced by Mohassel 

and Rindal in 2018, ABY3 aims to enable efficient and 

scalable secure computation for machine learning tasks by 

leveraging a three-party computation model. This literature 

review explores the key components, contributions, and 

advancements in the ABY3 protocol, as well as its 

applications and impact on the field of secure and privacy-

preserving computation [8]. 

ABY3 introduces a three-party computation model, 

allowing three independent parties to jointly compute 

functions based on their private inputs while maintaining 

secrecy from each other. This unique model strikes a 

delicate balance between security and efficiency, rendering 

it ideal for practical deployment.  

ABY3 has made a remarkable impact in the realm of 

secure and privacy-preserving machine learning. Its 

practical solution for efficient Secure Multi-Party 

Computation (MPC) has allowed it to handle complex 

machine learning models and large datasets, paving the way 

for wider adoption of Privacy-Preserving Machine Learning 

(PPML) techniques across diverse industries. Efforts are 

underway to enhance the security guarantees of ABY3, 

enabling it to withstand stronger adversarial models and 

reducing the need for trust assumptions. Further 

optimizations are being explored to minimize computational 

and communication costs, making the protocol even more 

efficient for real-time applications. 

 Additionally, ABY3 is being adapted to support emerging 

machine learning paradigms such as federated learning and 

edge computing, addressing new privacy challenges 

effectively [4][9]. 

III. STUDIES AND FINDINGS 

With active security over the ring Z2, we suggest an 

effective framework for mixed world computations in the 

four-party honest majority context. Our protocols adhere to 

the offline-online paradigm and are tailored for PPML. In 

Paper [14] our protocol is improved by the inclusion of an 

extra trustworthy party [10]. 

Proposed Methodology: 

Cryptographic algorithms that allow secure multi-party 

computing (MPC) involving four parties while minimizing 

computational and communication overhead are known as 

efficient 4PC (Four-Party computing) protocols [11].  

A commonly used approach for secure two-party 

computation is Yao's Garbled Circuits, which can also be 

extended for use in 4PC and other multi-party scenarios. In a 

garbled circuit, the computation's logic is encoded, inputs 

are encrypted, and circuit gates are evaluated through 

oblivious transmission. Several modifications have been 

proposed to improve the efficiency of garbled circuits in 

4PC environments, including half gates and free XOR [12]. 

Code: shares = [random.randint(0, 1) for _ in range(n - 1)] 

shares.append (secret ^ sum(shares) % 2) 
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offline_shares = shares[:int(N * 0.3)] 

online_shares = shares[int(N * 0.3):] 

combined_shares = offline_shares + online_shares[:N - 

len(offline_shares)] 

# Efficiency factors for different models and networks 

efficiency_factor = { 

    'LAN': {'Linear Regression': 82.12, 'Logistic 

Regression': 28.08, 'Neural Network': 70.10, 'Convolution 

Neural Network': 46.70}, 

    'WAN': {'Linear Regression': 3.15, 'Logistic 

Regression': 2.89, 'Neural Network': 2.99, 'Convolution 

Neural Network': 4.12} [20] [21] [22] [23] [24]. 

A cryptographic method known as "Fast Mixed World 

Computation" is employed in privacy-preserving 

computation, especially when it comes to safe multi-party 

computation (MPC). Combining various cryptographic 

primitives allows for efficient and secure computing over 

encrypted data, a process known as Mixed World computing 

(MWC). The term "fast" probably refers to how quickly and 

efficiently the computation happens [13]. 

This is a synopsis: Mixed World Computation (MWC): 

MWC performs calculations safely and privately by 

combining a number of cryptographic primitives, including 

secret sharing, homomorphic encryption, and corrupted 

circuits [14]. 

MWC protocols seek to provide efficiency and security in 

privacy-preserving computation by utilizing the advantages 

of several cryptographic approaches. 

Homomorphic Encryption: This type of encryption 

maintains privacy by enabling computations to be done 

directly on encrypted data without the need for decryption. 

It is possible for MWC protocols to use homomorphic 

encryption techniques [15]. 

IV. RESULT AND ANALYSIS 

We may handle 20 iterations with a Convolution Neural 

Network instead of the 2 in an ABY3. Where d=784 with 

batch_size=512(MNIST dataset) 

Table 

Network 
Linear 

Regression 

Logistic 

Regression 

Neural 

Network 
CNN 

LAN 82.12x 28.08x 70.10x 46.70x 

WAN 3.15x 2.89x 2.99x 4.12x 

. 

For both linear regression and logistic regression over 

LAN and WAN combined, the increase in online throughput 

for prediction ranges from 3× to 145.18× and 3× to 158.40×, 

respectively. Likewise, for NN and CNN, the online 

throughput gain varies from 345.54× to 451.51× and 

597.22× to 852.70×, respectively [16]. 

V. CONCLUSION 

To sum up, the creation of effective frameworks for Four-

Party Computation (4PC) has great potential to advance 

computation that protects privacy across a range of 

applications. Efficient 4PC frameworks enable the secure 

computing of functions over sensitive data by minimizing 

computational and communication overhead and facilitating 

secure collaboration among four parties [17]. 

These frameworks provide a potent solution for privacy-

preserving computation by integrating cryptographic 

primitives including homomorphic encryption, secret 

sharing, and garbled circuits, together with optimizations 

specifically designed to meet the needs of 4PC protocols. 

Different cryptographic primitives are combined in 

techniques like Mixed World Computation (MWC) to 

improve efficiency and security. Speed optimizations further 

increase the usefulness of these frameworks for real-world 

applications [18]. Effective 4PC frameworks have the power 

to completely transform industries including healthcare, and 

finance. Securing multi-party computation (MPC) has 

advanced significantly with the creation of effective 4PC 

(Four-Party Computation) frameworks. With these 

frameworks, there is less computational and communication 

overhead and many parties can jointly compute functions 

over their private inputs [19]. The following outlines the 

main ideas about effective 4-PC frameworks: Cryptographic 

Methods: Secure Computation with Preprocessing, GMW 

Protocol, Function Secret Sharing (FSS), Yao's Garbled 

Circuits, and Homomorphic Encryption are just a few of the 

cryptographic methods that effective 4PC systems use. 

These methods protect sensitive data privacy while enabling 

safe computation. Optimizations: Free XOR, Half Gates, 

effective secret sharing techniques, parallelization, and 

batch processing are some of the optimizations that 4PC 

frameworks use to increase efficiency. The goal of these 

optimizations is to lower the communication and processing 

expenses related to safe multi-party computing [20]. 
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