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Abstract

The emerging 6G use cases will pose new challenges for the mobile network User Plane (UP), requiring its rapid evolution in
terms of flexibility and intelligent optimisation. To achieve the foremost, the exploitation of the Software-Defined Networking
(SDN) concept is commonly considered due to the logically centralised network control and native support for Traffic Engineering
(TE). A promising solution to embed intelligence in the network is using Deep Reinforcement Learning (DRL) methods, which
are capable of flexible optimisation of complex environments without prior modelling. While there exist several state of the art
concepts combining the above technologies pair-wise, there is no approach that integrates them into a unified 6G-ready solution.
This paper presents the novel 3GPP-compliant SDN-based UP architecture enhanced by DRL-based TE to facilitate emerging
6th Generation (6G) use cases. The approach leverages hierarchical architectures to improve the scalability of operations, support
decentralised 6G network deployments and enable DRL usage in carrier-grade mobile networks.
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ACRONYMS

The following acronyms are used in this manuscript:

3GPP 3rd Generation Partnership Project
5G 5th Generation
5GS 5G System
5QI 5G QoS Identifier
6G 6th Generation
6G-UPF 6G User Plane Function

AI Artificial Intelligence
AMF Access and Mobility Management Function

B5G Beyond 5G
BAR Buffering Action Rule
BN Border Nodes

CAGR Compound Annual Growth Rate
CN Core Network
CP Control Plane
CSPF Constrained Shortest Path First
CU Centralised Unit
CUPS Control and User Plane Separation

DMOC Domain Management and Orchestration Com-
ponent

DNN Deep Neural Network
DP Data Plane
DRL Deep Reinforcement Learning
DRLA Deep Reinforcement Learning Agent
DT Digital Twins

E2E End-to-End

E2EF-DRLA E2E Flow-DRLA
E2EMO E2E Management and Orchestration
E2ENO E2E Network Orchestrator
E2ESO E2E Service Orchestrator
EU European Union

F-DRLA Flow-DRLA
FAR Forwarding Action Rule

GBR Guaranteed Bit Rate
gNB Next Generation NodeB
GTP GPRS Tunneling Protocol

HITL Human In The Loop
HRLLC Hyper Reliable Low-Latency Communication

INC In-Network Computing
IP Internet Protocol
ITU-R International Telecommunication Union – Ra-

diocommunication Sector

KPI Key Performance Indicator

MANO Management and Orchestration
MAPE-K Monitor-Analyse-Plan-Execute based on

Knowledge
MAR Multi-Access Rule
MDP Markov Decision Process
ML Machine Learning
MNO Mobile Network Operator
MSDNO Master SDNO
mUPF master-UPF
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NF Network Function
NGMN Next Generation Mobile Networks
NOD Network Orchestration Domain
NODI NOD Infrastructure
NS Network Slicing
NTN Non-Terrestrial Network

OF OpenFlow
OVS Open vSwitch
OVSDB OVS Database

P4 Programming Protocol-independent Packet Pro-
cessors

PDR Packet Detection Rule
PDU Protocol Data Unit
PFCP Packet Forwarding Control Protocol
POMDP Partially Observable Markov Decision Process

QER QoS Enforcement Rule
QoE Quality of Experience
QoS Quality of Service

RAN Radio Access Network
RL Reinforcement Learning

SD-WAN Software-Defined Wide Area Network
SDN Software-Defined Network
SDN-UP SDN-based UP
SDNC SDN Controller
SDNO SDN Orchestrator
SLA Service Level Agreement
SMF Session Management Function

SOD Service Orchestration Domain
SODI SOD Infrastructure
SotA State of the Art
SRR Session Reporting Rule
SUP-DTE SDN-UP with DRL-TE
sUPF sub-UPF
sUPF-A sub-UPF Agent
sUPF-M sub-UPF Manager
sXXR sub-XXR

TE Traffic Engineering
TE-A TE Analytics Service
TE-C TE Coordination Service
TE-D Domain-level TE
TE-E TE Execution Service
TE-EXP TE Exposure Service
TE-G Global-level TE
TE-M TE Monitoring Service
TE-P TE Planning Service
TE-R TE Reconfiguration Service

UE User Equipment
UP User Plane
UPF User Plane Function
URR Usage Reporting Rule

VNF Virtual Network Function

WIM WAN Infrastructure Manager

XR Extended Reality
XXR Flow Processing Rule

I. INTRODUCTION

Software-Defined Network (SDN) is commonly considered an important component for modern telecommunication networks
due to forwarding flexibility, fine-grained network traffic control, and facilitation towards application-driven Traffic Engineering
(TE) that altogether constitute the overall service agility. Despite the technology potential and increased interest in the SDN
market (the growth estimated at 47.3% Compound Annual Growth Rate (CAGR) [1] in years 2020-2031), the network-wide
carrier-grade exploitation of SDN in the mobile User Plane (UP) is still at the infancy stage, mainly due to scalability issues.

Simultaneously, the 6G research accelerates. While the standardisation is at a very early stage, with only initial IMT-
2030 document releases [2] and the first 3rd Generation Partnership Project (3GPP) study forecasted for 2025 [3], the 6G
use cases such as holographic telepresence, Extended Reality (XR), robot/cobot network fabrics, or Non-Terrestrial Network
(NTN)-driven applications [4], and 6G features have started to emerge. These will pose new UP requirements in terms of
traffic control flexibility and granularity, user/application mobility and resilience. Moreover, intelligent, scalable and automated
operation and optimisation are needed to address the rising networks’ complexity and contribute to 6G targets. Given these
circumstances, a promising solution to implement intelligence in UP is Deep Reinforcement Learning (DRL), which involves
intelligent decision-making agents learning via interactions with the environment. While being a relatively old concept, the DRL
was usually used for time-invariant tasks in stationary environments [5] i.e., the problems in which the isolated environment
is considered and principles are not subjected to change during the agent operation. Despite successful DRL applications to
continuous time-variant networking problems, their usage in carrier-grade networks poses several challenges, such as in-training
violations, convergence, coordination of agents, etc.

The goal of the paper is to explore the perspectives and challenges regarding the exploitation of DRL-based TE in 6G SDN-
based UP (SDN-UP). First, presented are the recent State of the Art (SotA) regarding the 3GPP standardisation (cf. Section
II), Beyond 5G (B5G) SDN-UP and DRL-TE (cf. Section III) and key challenges regarding DRL exploitation in SDN-UP (cf.
Section IV). Based on the analysis, a novel 3GPP-compliant SDN-UP architecture integrated with DRL-based TE is proposed,
called SUP-DTE (Section V). Finally, the key benefits of the approach, remaining open issues, and solutions (cf. Section VI)
are outlined.
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Fig. 1. 3GPP 5th Generation (5G) UPF packet forwarding model [7]

II. USER PLANE IN 5G SYSTEM

The 5G System (5GS) architectural design is based on the fundamental principle of Control and User Plane Separation
(CUPS)[6]. In the 5GS Core Network (CN), the user data flow and processing support is nested within the generically defined
User Plane Function (UPF), which is terminated at Radio Access Network (RAN) node at one side and at the Internet Protocol
(IP) data network at the other. UPF functionality can be implemented with several Network Functions (NFs), e.g., in the case
of a roaming architecture or its implementation in multiple operator domains. Unlike in previous generations UP, UPF is not
just a mobile user’s packets pipe anchored at a fixed IP network point of presence. Now, according to the Network Slicing (NS)
concept, it can include flexibly designed service-specific user traffic processing chain, e.g., packets inspection, classification,
routing, marking, network address translation, etc., formerly supported within the “vestibule” between the anchor point of the
user data tunnel and the IP network.

UPF embeds the control mechanisms to be exposed to the 5G Control Plane (CP) via the N4 interface [6], according to the
CUPS principle. The UPF direct counter-partner in CP is Session Management Function (SMF) (except UPF monitoring events
information exposure to other NFs) acting as a proxy for interactions with CP NFs, e.g., in the procedures of user data session
establishment, termination, and modification (also for User Equipment (UE) handovers handling), Quality of Service (QoS)
management, etc. For the latter, 5GS supports multiple parameters, which include flow type: non-, ordinary, or delay-critical
Guaranteed Bit Rate (GBR), flow priority level, packet delay budget (including CN one), packet error rate, averaging window
(for ordinary GBR and delay-critical GBR only), maximum data burst volume (for Delay-critical GBR only). The 5G QoS
characteristics based on the above parameters are indicated through 5G QoS Identifier (5QI) classes. Other features are also
supported, i.a., allocation and retention priority, reflective QoS, maximum (per-session, per-UE, per-UE+per-slice) bit rates
(per-flow, aggregate) and packet loss rates.

The N4 interface implements the Packet Forwarding Control Protocol (PFCP) used by SMF to control the packet processing
within UPF for each individual Protocol Data Unit (PDU) session via PFCP session. For each incoming packet, a look-up of a
relevant PFCP session and then of a proper Packet Detection Rule (PDR) among ones provisioned for that session is performed
(cf. Fig. 1). When a matching PDR is found, the instruction set is applied to a packet, which may include: Forwarding Action
Rule (FAR), Buffering Action Rule (BAR), QoS Enforcement Rule (QER), Usage Reporting Rule (URR), or Multi-Access Rule
(MAR). Additionally, a Session Reporting Rule (SRR) can request UPF to detect and report PFCP session events unassociated
either with specific PDRs, or traffic usage measurements, e.g., per QoS flow and per UE QoS measurements.

The 5G UP design incorporates some of the SDN concepts (CUPS, packet processing approach, or programmatic control), but
it lacks full alignment with SDN and most popular protocol [8], i.e., OpenFlow (OF) [9]. While OF can be used to implement
some of the UPF functionalities, including PDR (packet matching to flow entries in flow tables), FAR (actions associated
with flow entries), URR and SRR (by per-flow statistics provisioning and configuration of OF switch) there exist deficiencies
regarding other rules. Primarily, the OF lacks QER support as it only allows mapping flow to the in-switch queues using
identifiers – the queue configuration (priority, scheduling algorithm, maximum rate, etc.) cannot be set by OF. Also, packet
delay measurement is not supported, further complicating 5QI enforcement. Finally, as OF lacks buffering control capabilities,
implementation of BAR requires external support.

Nonetheless, the SDN can be advantageous for 6G UP. The primary benefits include the logically centralised and pro-
grammable control (enabling flexible path establishment and manipulation), the ability to create multiple paths (e.g., for
seamless connectivity, increased resilience, etc.), mobility of two path ends (support for UE/application mobility), fast path
operations (support for high mobility scenarios, e.g., NTN-based), per-flow granularity (e.g., per-UE), and ability to leverage
external information on the network (predicted topology changes, network failures, etc.). Also, the SDN programmability
allows for intelligent network optimisation via TE mechanisms, which enable load balancing, minimisation of congestion,
E2E delay, packet loss and energy consumption, QoS/Quality of Experience (QoE) maximisation, or optimising resource
utilisation. Centralisation, however, reduces scalability and raises the issues of a single point of failure, SDN Controller (SDNC)
placement, and SDN nodes’ synchronisation. However, the non-unified approach to traffic management and optimisation
increases complexity, lowers inter-operability in integrated environments (e.g., using external solutions to connect data centres)
and limits possibilities to implement End-to-End (E2E) QoS-aware TE on a per user basis. The E2E TE will require counterparts
in network segments belonging to Mobile Network Operator (MNO) and external providers. The latter can implement TE
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mechanisms conflicting with UP QoS requirements. Such strong coupling can hamper the E2E TE in multi-domain and multi-
stakeholder 6G UP.

III. RELATED WORK

While for today, the 6G UP definition is vague, the envisioned 6G features can provide insights into potential directions
of UP evolution. The International Telecommunication Union – Radiocommunication Sector (ITU-R) released initial materials
on the trends for IMT-2030 system [2], [10], drafting six usage scenarios, namely, Immersive Communication, Artificial Intel-
ligence (AI) and Communication, Hyper Reliable Low-Latency Communication (HRLLC), Ubiquitous Connectivity, Massive
Communication, Integrated Sensing and Communication, falling under the overarching aspects of sustainability, connecting the
unconnected, ubiquitous intelligence, security, and network resilience. The IMT-2030 technical performance requirements are
expected to appear by Q1 2026 [11]. Nonetheless, academia proposes many UP concepts targeting the above use case categories
and core 6G values. The 6G-enabled UP that introduces functional UPF split into CN, RAN, and common sub-functions has
been proposed [12]. The E2E UP is formed by chaining elements composed of sub-functions controlled by SMF or Centralised
Unit (CU). An “organic network” concept has been presented [13] where CP procedures are grouped into functionalities
exposed to the UE and executed as processes. The approach shrinks CP interactions (e.g., Access and Mobility Management
Function (AMF)/SMF/UPF reselection) allowing UPF implementation as a traffic control application atop forwarding fabric.

In the context of 6G UP, the incorporation of SDN with a different scope of responsibilities and positioning (SDNC atop or
below NFs) is commonly considered. In [14], an SDNC acts as the centralised coordinator of all UPFs (OF-based switches)
including Next Generation NodeBs (gNBs), which are connected with OF switches to enable E2E flow management. The Open
vSwitch (OVS)-based UPF facilitating network slicing has been proposed [15]. UP slices are created using VLAN tunnels
(instead of GPRS Tunneling Protocol (GTP)/IP) leading to lower and more stable latency. The Aether platform introduced
Programming Protocol-independent Packet Processors (P4)-UPF [16], in which the SDNC operates below the UPF abstraction
and executes commands of the upper-level applications. 3GPP compliance is ensured by PFCP agent acting as the CP termination
and UP4 App translating the CP requests into SDN operations. The Intelligent UP (IUP), composed of switches with compute
and data processing capabilities enabling In-Network Computing (INC), has been presented [17]. The concept adopts the
OF-compliant approach by proposing Communication and Compute Flows to handle network and QoS management on a flow
basis.

The autonomous UP optimisation requires intelligent TE. While classical TE in centralised SDN is well addressed [18],
the AI-driven TE, especially DRL-based, is still investigated. The DRL-based framework for SDN traffic control enhanced
with TE-aware exploration (using knowledge from baseline TE methods) and prioritised replay has been proposed to improve
convergence and mitigate high-risk exploration [19]. The DRL-based routing for centralised SDN [20], which considers path-
state metrics to adapt to variable traffic conditions, was introduced. The SDN-DRL self-management architecture has been
presented [21], which optimises network services to meet QoS demands. Deep Reinforcement Learning Agents (DRLAs) are
deployed across network sites, providing routing policies per site for each traffic class using monitoring data. A multi-agent
DRL TE framework for a hybrid SDN has been proposed, in which DRLAs generate the routing policy for the SDN switches
while legacy routers implement proprietary TE algorithms [22]. The hierarchical multi-controller SDN framework enhanced
with TE, called Helix, has been presented [23]. The solution outperforms baseline TE solutions such as Constrained Shortest
Path First (CSPF) routing, while improving system scalability, especially in distributed SDN.

While the above solutions involve the pivotal 6G UP technologies, there exists no approach that combines UP, SDN, and
DRL-based TE into a unified E2E framework, while considering the critical issues, such as scalability and flexibility of
operations, adaptability or coordination support.

IV. DRL-BASED TE IN SDN-UP

DRL is a branch of Machine Learning (ML) combining Reinforcement Learning (RL) and deep learning to provide decision-
making for complex environments. A typical DRL setup (cf. Fig. 2) comprises the Deep Neural Network (DNN)-based Agent
– the approximator for policy, value or both policy and value functions; and the Environment – the external system the Agent
interacts with. The DRL problems are typically formulated as Markov Decision Process (MDP) [24] M = (S;A;T ;R), where
S is a set of environment states, A a set of agent’s actions, T transition probability from state st to st+1 at time t under action
at, and R a reward function for transitioning between states. The Agent’s goal is to learn the optimal policy π : S×A → [0, 1],
maximising the total reward over time. The DRLA learns through feedback by: i) obtaining the information on the current
environment state st and reward rt obtained for the last transition; ii) selecting the action at based on st using π; iii) executing
at leading environment to transition to st+1 (with reward rt+1). The history of transitions, actions and rewards is used to
iteratively improve DRLA policy π.

While DRLAs are successfully used in multiple fields requiring negotiation or dynamic decision-making (e.g., robotics,
healthcare), DRL suffers from several issues, complicating its massive implementation in mobile networks. The key challenges
concerning DRL-based TE in SDN-UP are described below.
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Fig. 2. Typical DRLA setup

Sample efficiency: As the DRLA knowledge is built upon experiences (i.e., visited states, executed actions, and their outcomes);
improving sample efficiency to reduce training time is vital [25]. In conventional OF-based SDN setups, the environment state
information is obtained via SDN CP channel [9], lowering SDNC’s flow handling capacity and limiting the maximum Data
Plane (DP) sampling frequency While particular solutions to improve data efficiency have been proposed, e.g., by increasing
DRL model’s comprehension of inter-dependencies among states [26], or long-horizon task splitting into shorter ones during
training [25], their impact in the SDN context is not assessed, yet.
Reward design: Full flexibility of reward function definition, while highly beneficial in multi-criteria optimisation, requires prior
assessment of potential undesired outcomes. In complex constrained environments, such as SDN-UP, the DRLA optimisation
of network aspects can lead to the degradation of another Key Performance Indicator (KPI) (e.g., load distribution vs resource
utilisation) and lead to potential issues such as decreased fairness across users or prioritisation of certain traffic types. Moreover,
the DRL reward is intractable to change – any modification requires the deployment of a DRLA trained using the new reward
definition. The promising solutions in the SDN-UP context are meta-learning approaches [27], which can be effectively used
to coordinate the training across a set of DRL agents targeting different objectives [28].
Transferability: The DRLA policy (DNN model) is dependent fully on the DRLA setup – environment, available actions,
reward function, etc. As the output policy is optimised in the context of specific MDP settings, the reusability of the DNN
model to solve other MDPs is largely limited. Transferability is essential for SDN-UP to facilitate the creation of DRLAs
for specific network segments (e.g., transport) or service types and support coordinated training (e.g., federated learning).
Transferability can be improved by, i.a., reward shaping, learning from samples external to the environment, partial policy
transfer, using mapping functions between source and target domains, or representations transfer [29]. A promising actor-critic
approach has been proposed [30], in which the network graph embedding is used by a single-input DNN to evaluate routing
decisions. A good generalisation for many network topologies allows transferring the critic model.
Generalisation: DRL generalises poorly on samples outside the training distribution, especially for continuous states and
actions. Hence, in sensitive environments such as SDN-UP, it is vital to establish a relevant environment model and compre-
hensive training procedure to mitigate performance degradation during operation. It has been proved that generalisation can be
largely improved by using representation learning for states [31] or both actions and states [32].
Robustness: Achieving DRL robustness to faults during long-term optimisation of real-life systems is problematic as the non-
stationary environment can destabilise DRLA policy. A recently emerging field of Continual RL studies the aspects of joint
agent and environment evolution to mitigate devastating phenomena such as, e.g., catastrophic forgetting [33]. The field is still
forming, however, and lacks mature solutions that could be used to improve the DRLAs’ robustness to failures, especially in
SDN-UP environments.
Observability: MDP requires full observability of the environment states, which is often not feasible in real-life applications. In
the SDN-UP, obtaining the actual environment state is impacted by latencies caused, i.a., by the spatial distribution of devices
or SDNC placement. A potential solution to this issue involves Partially Observable Markov Decision Process (POMDP) in
which the DRLA acts upon a belief state (a probability distribution over possible environment states). The POMDP problems,
however, are largely intractable to be solved optimally [34] and suffer from poor convergence.
Multi-stakeholder environment: The 6G network complexity will require vast numbers of intelligent agents to optimise
different network aspects. To maintain the stable operation of the network, advanced DRLAs coordination will be vital. Imple-
mentation of such mechanisms in a multi-stakeholder environment, e.g., cooperative learning support [35], while considering
Service Level Agreement (SLA) constraints, remains a challenge.
Interpretability: DRL agents are implemented using DNNs, giving limited possibilities to track the reasoning and decision
logic, giving limited visibility on causes of failures or fairness infringements. These come as a major drawback in the context
of the recent EU legislation regarding the exploitation of AI-based technologies (i.e., the AI act) [36], which defines the set
of requirements for the high-risk AI-based applications. While the telco systems are not directly listed in the document, they
can be a part of the chain constituting such applications (e.g., critical infrastructure management), thus requiring compliance
to the rules, also on the UP level. While some solutions improving DRL explainability and interpretability have already been
proposed by academia [37], no work exists on their exploitation in SDN-UP TE context.

While specific solutions have already been proposed to the above-stated challenges, there exists no unified approach
supporting their exploitation in SDN-UP. The architecture proposed in Section V aims to bridge this gap, as well as address
the key SDN-UP and TE issues.
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V. INTEGRATED SDN-UP-DRL-TE FRAMEWORK

Tackling key DRL limitations and facilitating its exploitation for TE is crucial in terms of establishing intelligent, autonomous,
and optimised future-proof UP. Hence, hereby, proposed is a 6G-enabled SDN-UP with DRL-TE (SUP-DTE) framework,
supporting the envisioned multi-domain, multi-stakeholder and 3D character of the 6G network. The architecture design follows
the principles proposed by the European Union (EU) ETHER project vision [38]. The cognitive capabilities in SUP-DTE are
provided by the DRL-based TE performing network optimisation from both user and network operator perspectives. SUP-DTE
comprises five hierarchical frameworks responsible for: i) SDN-based network orchestration; ii) service orchestration; iii) data-
path setup and control – 6G User Plane Function (6G-UPF); iv) DRL-TE; v) TE data and DRL-TE models exchange between
the network operator and external stakeholders – AI Layer (cf. Fig. 3). Each system operates at both domain and E2E levels.
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Fig. 3. The high-level view of SUP-DTE components

Two types of domains are considered: Service Orchestration Domains (SODs), devoted to the management and orchestration
of services, i.e., Virtual Network Functions (VNFs); and Network Orchestration Domains (NODs) devoted to the establishment
of connectivity between VNFs (both inter- and intra-SOD). Both NODs and SODs encompass different technological or
administrative domains (transport, edge, RAN, etc.) in Terrestrial, Aerial or Satellite network segments and handle the underlying
NOD Infrastructure (NODI) and SOD Infrastructure (SODI) resources. The E2E Management and Orchestration (E2EMO) in
the system is handled by E2E Service Orchestrator (E2ESO) and E2E Network Orchestrator (E2ENO) that contains Master
SDNO (MSDNO) – the supervisor of a federation of SDN Orchestrators (SDNOs). Both E2ESO and E2ENO delegate the
UP orchestration processes to domain-level orchestrators Domain Management and Orchestration Components (DMOCs) (e.g.,
ETSI MANO [39]) and SDNOs (cf. Fig. 5).

In SUP-DTE, the UP is handled by a 6G-UPF, which exploits the MSDNO/SDNO interfaces to establish, maintain and
reconfigure network paths (and their parts in NODs, further called sub-paths) according to the session-level configuration
provided by the network CP (i.e., SMF). Both 6G-UPFs and SDN orchestration components are integrated with the DRL-
based TE to allow concurrent and coordinated network and path optimisation. To make UP user-centric, 6G-UPF instances are
deployed for individual PDU sessions. 6G-UPF implements a hierarchical structure (cf. Fig. 4) in which, master-UPF (mUPF)
controls a set of sub-UPFs (sUPFs) to enforce path configuration on both E2E and domain levels. To ensure compliance with
the 3GPP QoS model, mUPF contains the PFCP agent, which terminates the N4 interface and translates PFCP messages
and session configuration, i.e., Flow Processing Rules (XXRs), to atomic UP operations. The CP commands are delivered by
sub-UPF Manager (sUPF-M) to respective sUPF managers, i.e., sub-UPF Agent (sUPF-A), and MSDNO for execution. The
foremost occurs for intra-domain UE mobility. On CP request, sUPF-M sends path-related commands to the sUPF-A, which
executes them via SDNO interfaces. In the case of inter-domain mobility, sUPF-M triggers the E2ENO processes to both
reconfigure the E2E path as well as orchestrate sUPFs to handle newly established sub-paths. sUPF-M is also responsible for
the aggregation of sub-paths KPIs provided by sUPF-A to obtain E2E data and its verification against PFCP-driven session
configuration (sUPF-M will trigger relevant reconfiguration actions in case of violations).

The E2E path establishment process is as follows. When UE initiates PDU establishment procedure, the E2ESO orchestrates
mUPF in one of the managed SODs. The sUPF-M requests from the MSDNO to establish the abstracted E2E path composed
of NODs and SODs Border Nodess (BNs) – i.e., gateways to NODs/SOD or nodes connected to the data source/sink – with
session-specific requirements (QoS class, additional UP functions such as in-datapath analytics, firewalls, etc.). MSDNO splits
the E2E path into sub-paths (based on the NOD membership) and delegates their orchestration to relevant SDNOs (including
the information on the UP VNFs that have to be included in the sub-path). The SDNOs interact with SDNCs (SDN, or
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Fig. 4. 6G-UPF internals and interconnection with its sub-components, i.e., sUPFs
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Software-Defined Wide Area Network (SD-WAN) in WAN Infrastructure Manager (WIM) case) or relevant brokers if the
operator does not own the underlying infrastructure. When the path is established, E2ESO orchestrates sUPF for each sub-path
(via DMOCs), with sub-paths metadata, privileges to connect to SDNO and NOD TE framework as well as the data needed
to register each sUPF in mUPF.

The configuration for mUPF/sUPF is stored within the XXRs/sub-XXRs (sXXRs) – corresponding to 3GPP rules, e.g., URR,
QER. sXXRs is a set of individual rules to be enforced by sUPFs, which contribute to overall XXR (e.g., GBR, delay). To
surpass the SDN limitations described in Section II, the enhanced SDNC is envisioned, which, in addition to OF, implements
parallel interfaces enabling dynamic queue and buffering management (e.g., in the case of OVS, connection to switch OVS
Database (OVSDB) server). Moreover, sUPF-M and sUPF-As can interact with E2ENO and SDNOs to collect network-level
metrics and suggest optimisation actions to improve QoS, based on the in-built optimisation engines E2E Flow-DRLA (E2EF-
DRLA)/Flow-DRLA (F-DRLA). To this end, the 6G-UPF can be seen as the distributed agent (with sub-path granularity)
responsible for user data path monitoring and management in case of QoS violations or mobility events. To decrease resource
footprint, the 6G-UPF entities can be instantiated as lightweight software components (e.g., containers) or processes within
MSDNO/SDNO frameworks. The 6G-UPF deployment within SUP-DTE architecture is depicted in Fig. 5.

In SUP-DTE, the network-level UP optimisation is performed by the E2E and domain TE frameworks – meshes of services
devoted to network monitoring, analytics, decision-making and enforcement, data exposure or supplementary functions. The
TE services are connected to the message bus and communicate using the publish/subscribe paradigm to synchronise actions
across services (e.g., maintain common information state and network KPIs). Also, the TE services compose multiple parallel
Monitor-Analyse-Plan-Execute based on Knowledge (MAPE-K) loops [40] concurrently optimising the network. The TE service
types are described below.
TE Monitoring Service (TE-M) – responsible for network resources monitoring (physical or virtual links) managed by
SDNO/MSDNO, assembling common environment state information (e.g., link utilisation, network topology, etc.) and KPIs
calculation for both infrastructure and flows.
TE Analytics Service (TE-A) – providing analytics using the TE-M data, e.g., state representation recalculation, calculation
of rewards for the DRL agents, flow- and network-related predictions, etc.
TE Planning Service (TE-P) – responsible for deriving optimisation decisions based on the analytics data regarding flows
and network reconfiguration. The DRLAs comprise both TE-A and TE-P functionality.
TE Coordination Service (TE-C) – responsible for the coordination of actions proposed by DRLAs, TE-Ps and sUPFs/UPFs
connected to the Domain/E2E TE frameworks.
TE Execution Service (TE-E) – translating commands/policies selected by TE-C into SDNO/MSDNO requests and their
execution.
TE Reconfiguration Service (TE-R) – component exposing the TE framework to enable reconfiguration of TE components
or network – i.e., Human In The Loop (HITL) – to mitigate instabilities or improve the DRLAs performance.
TE Exposure Service (TE-EXP) – a gateway to the TE framework enabling: i) connection with AI-brokers for DRLA models
selection to use within TE framework and network data/KPIs/reconfiguration history monetisation/purchase; ii) network data
and KPIs exposure to the E2E TE framework. Due to different dynamics and scope, dedicated data and model databases for
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Domain-level TE (TE-D) and Global-level TE (TE-G) are assumed. The aspects of charging and secure data/model exposure
are out of TE scope.

It must be noted that NOD and E2E TE frameworks operate with different time scales and can target conflicting optimisation
objectives. Whereas the domain TE uses the link-level metrics and performs optimisation in a fast manner, it is assumed that
the E2E TE focuses on NOD and metrics abstractions and slow-scale optimisation.

VI. BENEFITS AND OPEN ISSUES

The core SUP-DTE benefits in the context of 6G UP include:
• User-centricity – 6G-UPFs is focused on individual session, which allows for user-centric QoS management and rapid

path reconfiguration in case of QoS degradation. Also, the fine-grained QoS monitoring (sub-path and flow granularity)
is provided, which enables E2E path fine-tuning.

• Service chaining – SDN enables flexible path split to include in-datapath VNFs to form service chains or perform INC.
Moreover, the 6G-UPF abstraction eliminates the need for GTP tunnelling to reduce related DP overhead.

• Autonomic optimisation – using DRLAs both at the network and user-session level facilitates autonomous QoS-aware
network-wide optimisation. The TE framework can include information on the flow QoS requirements and constraints
into optimisation processes.

• Lightweightness – the 6G-UPF lifespan equals the session duration limiting the static resource consumption during UE
inactivity periods. The dynamic orchestration of 6G-UPF instances, however, will lead to increased resource consumption
by Management and Orchestration (MANO). Hence, it would be necessary to empirically derive optimal 6G-UPF lifespan
to mitigate resource overspending on its life cycle management operations.

• Scalability – hierarchical approach improves the scalability of SDN (due to SDN CP distribution) and DRL-TE (due to
reduced network state sizes).

• DRL-TE support – the hierarchical distributed architecture contributes to: i) faster DRLAs convergence due to better
observability of network (more accurate and up-to-date monitoring data due to the collocation of SDNC and DP devices)
and reduced state sizes; ii) contribution to data efficiency problem due to more frequent DP sampling (i.e., smaller impact
on the SDN CP) and sampling adaptation to the NOD specifics; iii) improved transferability of the DRL models across
the same domain types.

• Cooperative learning and coordination – the SDNO acts as the umbrella abstracting the resources of SDN/SD-WAN
providers. Such an approach enables the implementation of network-wide cooperative learning in TE, e.g., multi-agent
DRL, without considering the provider-level optimisation mechanisms. Moreover, the inclusion of mUPF/sUPF into the
reconfiguration process allows for improved optimisation decisions while conforming to session-level restrictions.

While SUP-DTE provides multiple benefits regarding the 6G UP implementation, several open issues remain to be addressed.
The critical issues, together with potential solutions, are listed below.
Country-wide deployments – while the proposed hybrid approach significantly improves the scalability of SDN and TE,
centralised E2ENO might not be scalable enough to accommodate millions of active UEs in country-wide deployments. The
potential solution would be to create a mesh of interconnected SUP-DTE responsible for handling the traffic in certain parts
of the country and higher-level supervising components to implement the E2E behaviour and maintain E2E QoSs.
Network abstraction – hierarchical approach imposes the creation of the network and KPIs abstractions that provide an
insightful view of the actual network state. While network graph abstraction approaches are well-studied [41], their application
and efficiency in SDN context have not been well explored yet and remain a serious concern.
UE mobility handling – inter-domain UE mobility might require the reconfiguration of the 6G-UPF, migration of mUPF/sUPF
across SODs or deployment of additional sUPF. Frequent handovers can result in large resource overhead regarding E2EMO
operations.
DRLAs coordination – concurrent deployment of several DRLAs optimising various conflicting objectives can potentially
result in poor algorithms’ convergence and performance. To this end, effective coordination mechanisms have to be developed
to verify the actions proposed by DRLAs and introduce the reconfiguration prioritisation to allow reaching key optimisation
objectives.
SLA maintenance – the DRLA training can lead to severe SLA degradation. Therefore, it is needed to provide a relevant
representation of the UP environment for the DRLAs pre-training and evaluation, i.e., UP Digital Twins (DT), before deployment
in the production network. Moreover, the supporting solutions that control the agents’ behaviour and implement corrective
actions in case of instabilities have to be instantiated.
Environment state representation – the integration with NTNs requires the creation of network state representations that
encapsulate the aspects of time-variant network topology, including link/node activity and dynamic topology changes. In
distributed networks, this issue is aggravated by the cross-domain mobility of nodes and the resulting variable size of the
network states.

Overall, there is a lack of comprehensive approach to DRL-TE in SDN-UP. While there exist solutions that address specific
networking problems, there are no “commercial off-the-shelf” TE solutions that could be effectively applied to carrier-grade
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deployments. The SUP-DTE approach aims to facilitate the development and integration of TE solutions by introducing a
hierarchical distributed architecture, service-based TE framework, and integration with external AI data and model providers.

VII. SUMMARY AND CONCLUSIONS

In this paper, analysed is the current SotA regarding key 6G UP components, namely, SDN, 3GPP NFs and DRL-TE,
with respect to architectural features, challenges, open issues and their integrations. On that basis, the novel 6G-enabled UP
architecture called SUP-DTE is proposed, which integrates SDN, 6G-UPF, DRL-based TE and MANO into a hierarchical
6G-ready UP architecture. The key benefits of the SUP-DTE include user-centric data-path provisioning, improved operations
scalability, embedded intelligent optimisation and support for DRL-based TE, and reduced UPF resource footprint. Finally,
presented are the remaining open issues to be addressed to enable the implementation of fully autonomous, flexible and
intelligent UP network-wide.
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