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Abstract—In this paper we report on the performance of a 

coupled oscillator based implementation of the HMAX image-
processing pipeline. Within this pipeline we have used coupled 
oscillator arrays to replace traditional Boolean logic with a 
Degree-of-Match (DoM) function that measures the L2 distance 
squared between two vectors in an n-dimensional space. We show 
that this operation can be used in three stages of the pipeline: 1) 
as a substitute for convolution in filtering operations, 2) as a 
computational kernel for pattern matching, and 3) as a distance 
function in a nearest neighbor classification algorithm.  In this 
study, we have modeled the performance of the latter two and 
report our recognition results over a test set from the NeoVision2 
image database. 

Keywords:  Image Processing, HMAX pipeline, Coupled 
Oscillators 

I. INTRODUCTION  
The spontaneous synchronization of coupled oscillator 

systems was first described by Christian Huygens in 1673 [1].  
He noticed that pendulum clocks, when sitting on the same 
base, would synchronize to the same phase, or to exactly 180 
degrees out of phase.  Since then, numerous other models of 
interacting oscillatory systems have been reported, spanning 
the neural, mechanical, magnetic, and electronic oscillator 
domains [2] [3] [4] [5] [6]. 

The goal of this research is to design a computer vision 
architecture that can exploit the computational abilities of small 
arrays of weakly coupled nonlinear nano-oscillators. The target 
application is a low-power, high performance system that 
emulates the functionality of the human visual cortex.  
Emerging nano-devices including Spin-Torque Oscillators 
(STOs) [7]) and Resonant Body Oscillators (RBOs)  [8], and 
vanadium dioxide devices (VO2) [9] with coupling based on 
magnetic, substrate and direct electrical interactions are the 
enabling technologies for nano-scale low-power devices which 
we are targeting for future implementation. Other research has 
demonstrated computational primitives that use coupled arrays 
of nano-oscillators for pattern matching computations[10], and 
in a variety of associative memories [11][12][13].  

This research aims to extend these results to the 
architectural level by modeling a fully functional Image 
Processing Pipeline (IPP) capable of recognizing objects 
extracted from a scene by a front end saliency algorithm  [14]. 
In other words, given an image, a saliency algorithm locates 
the interesting objects and passes sub-image “chips” to the IPP. 
The IPP in turn identifies the object encapsulated by the chip as 
a member of one of a set of previously trained object classes.  

Our study is based on a well know and widely studied IPP 
called HMAX [15] [16] [17] [18].  Among the significant 
characteristics of HMAX are early stage filtering operations 
that support rotation and scale invariance, followed by a 
pooling and template matching stage using learned templates in 
an object library and an N-way classification stage at the 
output. In other work [19] we have shown that coupled 
oscillator clusters can provide equivalent functionality to the 
convolutional filters of the early stages of the pipeline. In this 
paper, we show that oscillator clusters can perform equally 
well in the template matching and classification stages. 

We begin with a discussion of the functional model of an 
oscillator cluster that we have adopted. Although it is not 
linked to any specific technology, it is designed to match real-
world constraints for cluster size, area, and power taken from 
the literature and from communications with colleagues [20]. 
Next, we give a brief overview of the HMAX pipeline and the 
particular version that we have implemented. This is followed 
by results for object recognition for image chips taken from the 
NeoVision2[21] database. Finally we discuss our conclusions 
and future research. 

II. COUPLED OSCILLATOR MODEL 
The oscillator model used in  this study is a simple 2-port 

voltage controlled oscillator with an input control port and 
bidirectional output/coupling port. Figure 1 shows a cluster of 
these oscillators together with a Degree of Match (DoM) 
circuit built by direct electrical coupling of the output ports of 
the oscillators in the array and a rectifier/integrator which 
detects the peak voltages from the common summing node.  
The input to this circuit is two vectors of analog (pixel) 
voltages (v1…vn) and (v1’..vn’).  Each oscillator is driven by the This work was supported in part by the National Science Foundation under
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pairwise difference of the individual voltages (vi’-vi). The 
oscillator outputs are directly coupled though a resistor 
network and the voltage at the common node  is integrated as a 
measure of the relative synchronization of the oscillators and 
hence the degree of match of the input vectors.  This circuit is 
designed assuming relativity small oscillator clusters with sizes 
on the order of 16 to 64 oscillators. This is  consistent with 
both current technology limitations of the target nano-scale 
oscillators and support for a direct electrical coupling structure. 
One of the findings of this study is that clusters of this size are 
more than adequate for building an effective IPP. 

 Figure 1: Coupled Oscillator Implementation of a Degree of 
Match (DoM) circuit 

Since we do not have access to nano-oscillator clusters at 
present, we validated this circuit in a previous study using 
CMOS ring oscillators [22].   Figure 2 and Figure 3 show a 
portion of the data from that study. Figure 2 is the voltage 
output versus time for a three-oscillator cluster under each of 
two voltage configurations for the inputs. In the configuration 
labeled A, the three input voltages match at .6V. In the 
configuration labeled B, V0 and V1 match at .6, and V3 is equal 
to .3V. After about 40ns (for this CMOS implementation) the 
integrator output stabilizes at different voltages for each case. 
Figure 3 generalizes this result with a plot of the integrator 
after 40ns versus a sweep of input voltage for V3 while holding 
V0 and V1 = .6. Note that case A from Figure 2 is labeled at the 
peak and case B on the left shoulder of the plot.  

Figure 2: Integrator Output versus time for two input cases of a 
three oscillator cluster if CMOS ring oscillators.   

 
Figure 3: Integrator Output Voltage after 40ns versus a sweep of 

the input voltage V3. (V0 and V1=.6) 

Thus the sampled integrator output is a quantitative 
measure of the degree of synchronization among a cluster of 
coupled oscillators, which corresponds to a higher degree of 
match of the input vectors. A higher DoM indicates better 
synchronization and a lower DoM indicates less 
synchronization. However, if we make a simple observation 
that  DoM is functionally the inverse of the algebraic distance 
between the two input vectors, this leads to a model for the 
(now inverted) parabolic region of interest around the match 
that corresponds to square of the L2 (Euclidean) distance 
between the vectors.  Based on this observation we have 
adopted the L2 distance as our MATLAB model for the output 
of an oscillator cluster in the simulations that follow. While not 
exact, this is reasonable approximation for the output oscillator 
clusters shown above given a properly designed operating 
region.  

III. HMAX OVERVIEW 
We move now to the architecture of the IPP. We have 

chosen the  HMAX pipeline [15] [16].  HMAX has been a 
widely studied and well understood in the image processing 
community and is particularly notable for its  rotation and scale 
invariance. Our model is based largely on the Mutch and 
Lowe[23] implementation with substitutions for oscillators in 
the key computations kernels and substituting a nearest 
neighbor classifier (vs a SVM) in the final stage of the pipeline. 

The input to the HMAX IPP is an “image chip” which is a 
salient sub-image from a scene such that  the chip contains an 
object of interest.  The output is a classification into one of N 
object classes against which the system is trained. Figure 4 
shows an overview of the four pipeline stages from input to 
output  as described below. 

IM Stage- In this initial stage, a set of progressively scaled 
copies of the image chip are created. This set of scaled images 
is referred to as an image pyramid. In our model, the input 
chips are 120x120, and are scaled to a 4 level pyramid of 
120x120, 84x84, 60x60, and 50x50. 



S1 Stage – In this step, Gabor filters in four orientations, 
horizontal, vertical, and both 45° diagonals are applied. This 
creates four pyramids that contain representations of the image 
at multiple orientations and scales. 

C1 Stage – This is a pooling stage, where the resolution of 
each pyramid is reduced by a pooling filter that replaces each 
region where it is applied by the maximum intensity pixel in 
that region. In our model, depending on the size of the pooling 
filter and step size of the scan, this can reduce the size of the 
image chips dramatically. For this work, the pyramids are 
pooled to about 1/3 of the original resolution. 

S2 Stage – This is the pattern matching stage of HMAX. 
The pipeline has a stored library of image templates that were 
extracted from the C1 layer of training images during the 
training phase. Template patch sizes may vary but are typically 
between (4x4) and (16x16).  Each template contains a set of 
patches, one patch taken from each orientation pyramid. 
During this stage, each of these template patches is scanned 
over all positions at all scales and orientation of the pooled C1 
layer representation of the test image.. 

C2 stage – In this stage, the scanned outputs of the template 
patches are pooled into a set a features. The ‘best match’, is 
selected and becomes the feature value corresponding to that 
library template.  

Classifier Stage - The training features for this classifier 
come from  a training set of images run through the same 
pipeline steps and matched against the same template library. 
The training images define N classes of objects and the output 
of  the classifier is the predicted class for each of test image 
chips. Mutch and Lowe use an all-pairs SVM classifier; we 
have chosen nearest neighbor to facilitate the use of oscillator 
clusters in this stage. 

 

 

IV. OSCILLATOR BASED HMAX MODEL 
To demonstrate that  HHAX  can operate on a computing 

platform of loosely coupled non-linear oscillators, we have 
substituted our L2 distance based DoM model into the 
computation kernels of the S1, S2, and Classifier stages of the 
HMAX pipeline.  Although they are not explicitly modeled 
with oscillators, the kernel of the C1 and C2 layers are MIN 
and MAX filters that are also compatible with oscillator based 
computation. The specific changes are as follows: 

1. DoM  Is substituted for GRBF in the S2 layer. The 
replacement of the Gaussian Radial Basis Function used by 
HMAX with the oscillator based DoM distance is a 
straightforward step. In this case, the MAX of a GRBF for 
pairwise templates in replaced by the MIN of the L2 distance. 

2. Change the classifier algorithm from all-pairs SVM to 
Nearest Neighbor approach with DoM as the distance metric. 
On a conventional logic platform, nearest neighbor classifiers 
are significantly more computationally intensive that other 
algorithms given the number of pairwise vector comparisons.  
On an oscillator based platform this is less of a concern than 
the limits on the size individual oscillator clusters, driven by 
size of the feature vector (or segments thereof) that are being 
compared.  

Figure 5 Template patch annotations 

V. TRAINING THE HMAX PIPELINE 
Training an HMAX pipeline takes place in two phases and 

in our model, both of the training and testing phases 
incorporate the oscillator based DoM function. In the first 
phase, small patches are extracted from representative image 
for each class and stored in a template library. Patches are 
extracted at the C1 layer and are typically small, ranging in size 
from 4x4 to 16x16.  Once the template library is built, the 
second phase builds the training data for the classifier by 
running a set of training images through the pipeline using the 
new template library. In the classifier training data there is a 
one-to-one correspondence between elements in the feature 
vector and  members of the template library. 

 

Figure 4 HMAX Inage Processing Pipeline (classifier not shown) 



Table 1: Model Parameters for HMAX Pipeline 

As HMAX is a template based algorithm, the key to the 
accuracy and performance of an HMAX pipeline is the 
selection of the template patches. Our model allows for 
multiple template patch sizes and each patch is manually 
extracted from annotations of  the training images. An example 
of these annotations is shown in Figure 5. Automated 
optimization of the template library is an open research 
question[24] that is not addressed in this paper. However, it is 
clear that hand optimization allowed us to significantly reduce 
the size of the template library which is a key requirement for 
an implementable oscillator based design.  

During training, each annotation is scaled to fit the pooled 
image sizes in the C1 layer. Separate patches are extracted 
from all four orientation pyramids at the annotation location. 
Thus each template consists of four patches. However, in this 
implementation each annotation creates a separate template 
library entry for each scale in the C1 pyramid.  For example, if 
the C1 layer has three scales in the image pyramid and four 
orientations, the HMAX training script creates three library 
templates, each with four image patches. These are in turn 
pooled into three features at the C2 layer. 

The design of the template library and the C2 pooling layer 
has implications for the cluster size of the oscillators in the 
nearest neighbor classifier. There is a tradeoff between  the 
number of matching operations that are pooled for each  
template and the feature set diversity (and thus discriminatory 
power) of the classifier.  The cost is a larger feature set size 
which increases the dimensionality of the DoM function in the 
classifier.  

 

VI. HMAX MODELS AND SIMULATION PARAMETERS 
 We conducted three studies using our HMAX model 

implemented in MATLAB. The first study is intended to 
validate our results by comparing the performance of the 
oscillator based HMAX pipeline, using the L2 distance DoM 
function for template matching in the S2 layer and nearest 
neighbor  classification, to an implementation of the Mutch and 
Lowe pipeline design using GRBF template matching and all-
pairs SVM classification.  

In the second and third studies we focus on design 
parameters that directly impact the oscillator cluster size 
requirements of an oscillator based implementation. The 
second study deals with the patch size of the library templates. 
Template patch size determines the cluster size in the in S2 
layer. The third study explores the design space of library 
template size and training set size. HMAX training is done in 
two phases, one phase to create the template library and a 
second to build the classifier training data. In a nearest 
neighbor classifier, the dimensionality of the L2 distance 
computation is determined by the size of the feature vectors 
and in HMAX there is a one-to-on correspondence between 
features and library templates. Thus, it is desirable in a 
oscillator based implementation to minimize the template 
library size built in phase one at the expense of the size of the  
training set built in phase two. 

 
Figure 6: Slide tray of representative image chips for each object 

class in NeoVision2  Database[21] 

Table 1 lists the various parameters selected at each level of 
the HMAX pipeline in our models. Our studies use test and 
training images sets that were randomly and independently 
selected from the NeoVision2 Database[21]. This database 
contains image chips for five classes of objects, Cars, Trucks, 
Buses, People and Cyclists.  Figure 6 is a slide tray of 
representative images chips from each class.  All of our test 
datasets contain equal numbers of randomly selected image 
chips from each class.  



All results are plotted in terms of the F1 score[25] of the 
classifier. The F1  score of a classifier is the harmonic mean  of 
the precision (a.k.a. Positive Predictive Value) and recall  
(a.k.a. Sensitivity) of a classifier such that 

 

where 

 

and 

 

VII. RESULTS 
Figure 7 shows the results from our first study that 

compares the oscillator based HMAX model to the Mutch and 
Lowe model. Both models were run over identical test and 
training image chips with 60 templates per class in the HMAX 
library, 8x8 patches, and 100 test images. F1 scores are plotted 
for training set sizes of 20 to 200 images.  Comparison of these 
results shows that the oscillator implementation provides 
comparable accuracy to the convential GRBF/all-pairs SWM 
design. 

Figure 7: Conventional  HMAX versus oscillator based HMAX 
performance 

 
Figure 8 shows results for the oscillator based model run 

under the same parameters with separate results for each object 
class and overlay plots for each patch size. This data suggest 
that the impact of patch size is minimal and specific to the 
object class. Three of the five object classes in our database 
cars, trucks, and buses, seen to perform equally well for small 
(4x4) versus large (16x16) patch sizes while cyclist and people 
tend to do better with larger patch sizes. This is consistent with 
the conjecture by Mutch and Lowe that large patch sizes tend 
to work better on more highly textured image chips. In any 
case, this data suggests that feature set optimization can favor 
small patch sizes with minimal cost in performance. 

  

Figure 8: F1 Score versus training set size plotted separately for 
each object class with multiple plots for models with patch sizes 

of (4x4), (8x8) and (16x16). 

Figures 9 and 10 examine the tradeoffs relating to cluster 
size in the nearest neighbor classifier.  Figure 9 is a plot of F1 
versus training set size with multiple plots for template library 
sizes from 75 to 450 templates. Figure 10 replots the same 
data, this time versus template library size with multiple plots 
overlaid for training set sizes of 20 to 300 training images. 

Figure 9 shows as expected that classifier performance 
increases with the size of the training set and levels-off above 
200 training images.  Conversely the plots in Figure 10 are 
relatively flat across all template library sizes and are spaced 
on the y axis consistently with the data in Figure 9. This 



suggest that performance is significantly more dependent on 
training set size than template library size. This means that an 
effective classifier can be built with a relatively small number 
of features per class and thus small cluster sizes for the 
oscillator based nearest neighbor classification.  Increasing the 
training set size increases the potential number of oscillator 
clusters required but not the size of each oscillator cluster. 
Thus a high performance  design that is consistent with current 
technology constraints can be implemented.  

 
Figure 9: F1 score versus training set size for plotted for multiple 

Template Library sizes (75-750 templates).  

 
 Figure 10: F1 Score versus Template Library size plotted for 

multiple training set sizes (20-300 images).  

VIII. CONCLUSIONS AND FUTURE RESEARCH 

We have demonstrated a model of an HMAX image 
processing pipeline with oscillator based DoM functions 
substituted for the key computation kernels.  Our simulations 
have analyzed the key parameters related to the design 
constraints associated with oscillator technology and DoM 
circuit design. We have shown comparable performance to 
conventional architectures can be achieved within these 
technological constraints. However, optimization of template 
selection in training is a key requirement and must be the 
focus of further research. 
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